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Executive Summary

Artificial Intelligence (AI) is advancing rapidly, bringing significant global risks. To manage
these risks, the European Union is preparing a regulatory framework that will be tested for
the first time in a sandbox hosted by Spain. In this report, we review the risks that must be
considered to effectively govern AI and discuss how the EU AI Act can be implemented
effectively.

To facilitate their analysis, we have classified AI-related risks into (i) adversarial risks and (ii)
structural risks. The first group includes risks where there is a direct relationship between the
harm and its cause. Specifically, we have identified two potential origins: malicious actors
with the intention of misusing AI and the AI systems themselves, which can act in
unintended ways if not aligned with human objectives. The second group, structural risks,
are those caused by the large-scale deployment of AI, focusing on the collateral effects that
such technological disruption can have on society.

Regarding adversarial risks, we have focused on three types of threats: (i) cyberattacks and
unauthorized access, (ii) development of strategic technologies, and (iii) user manipulation.
Cyberattacks and unauthorized access involve using AI to carry out cyber offenses in order
to gain resources. The development of strategic technologies refers to the misuse of AI to
gain competitive advantages in the military or civilian sphere. User manipulation involves
using persuasion techniques or presenting biased or false information through AI.

In terms of structural risks, we focus on five: (i) labor disruption, (ii) economic inequality, (iii)
amplification of biases, (iv) epistemic insecurity, and (v) automation of critical
decision-making and management processes. Labor disruption entails massive job loss due
to automation. Economic inequality suggests that the accumulation of data and computing
power might help AI developers concentrate wealth and power. Amplification of biases
relates to the biases that algorithms may incorporate and generate in their decision-making.
Epistemic insecurity indicates that AI can hinder the distinction between true and false
information, affecting a country's socio-political stability and proper functioning. Finally, the
automation of critical processes involves handing over command and control of strategic
infrastructure to AI, increasing accidental risks.

Once the risks associated with AI are understood, we make nine recommendations to
reinforce the implementation of the EU AI Act, especially in view of the development of the
sandbox in Spain. The proposals are divided into three categories: measures for the
development phase of AI systems, measures for the deployment phase, and conceptual
clarifications.

Regarding the measures for the development phase, we prioritize four: (i) detection and
governance of cutting-edge systems, taking training compute as an indicative measure of
the model's capabilities; (ii) audits, with special emphasis on independent evaluations of the
model; (iii) red teaming exercises to detect potential misuses and other risks; and (iv)
strengthening risk management systems.
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As for these policies, we recommend that public authorities carry out a systematic analysis
of the European registry of AI systems, paying particular attention to those with higher
computing power. Frontier models must be subjected to third-party audits focused on model
evaluation, while other high-risk systems should pass stronger internal audits led by a
special function within the company. In parallel, we recommend carrying out red teaming
exercises through a network of professionals to identify risks and test responses. We also
ask that these practices feed into a comprehensive and diligent risk management system.

Regarding the deployment phase, we present three proposals: (i) the collection of serious
incidents and risks associated with the use of high-risk systems in a database; (ii) the
reinforcement of the responsibilities of the providers to maintain the integrity of their AI
systems along the value chain; (iii) and the development of intervention plans during
post-market monitoring.

Specifically, we propose to encourage transparency and share lessons in a database that
promotes collective learning and supports prevention efforts. On the other hand, we suggest
security measures for the original providers to avoid alterations and misuses, and we lay out
safeguards and plans to ensure that harmful AI systems are detected and can be adjusted or
withdrawn.

Finally, we ask (i) to include foundation models in the scope of the Act and (ii) to consider
military applications despite being excluded from the Regulation. For foundation models, we
suggest applying all the measures here presented. As for military uses, we urge the
development of general norms and principles aligned with international humanitarian law.
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Report Structure

The report is divided into four sections. The first section is the Introduction, which includes a
description of the problem, provides a brief overview of the risk associated with AI, and
introduces the European Union's (EU) AI Act and the sandbox in Spain. These are
presented as the main motivations for conducting this report, highlighting the opportunity to
work on risk management in the current context.

The next section focuses on a general explanation of Risks derived from AI, categorizing
them into two specific dimensions: adversarial risks, where there is a clear relation between
harm and its cause, and structural risks, which occur due to the widespread or high-impact
deployment of AI.

We then proceed with a section of Proposals for the implementation of the EU AI Act. This
section includes a description of the initiatives that can be undertaken and their possible
stakeholders, based on the literature review and interviews compiled in the Annexes.

Finally, we end with a Conclusion that summarizes the link between the described risks and
the recommendations proposed to manage them. This framework could be tested for the first
time in the implementation of the EU AI Act through the Spanish sandbox.
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Introduction

Artificial intelligence (AI) is an interdisciplinary field of study that seeks to automate various
tasks. Due to its interdisciplinary nature, the foundations of AI are based on a variety of
scientific and technical disciplines, such as philosophy, mathematics, economics,
neuroscience, psychology, computer science, and linguistics, among others (Russell et al.,
2010).

The capabilities of AI systems have significantly increased in recent years, particularly due to
advances in machine learning (Goodfellow et al., 2016) and the growth of computing power
used to train them (Sevilla et al., 2022). The rapid pace of these advancements indicates the
possibility of developing, within the coming decades, AI with domain-general cognitive skills,
– such as reasoning, memory, and planning – at or above human levels on a wide range of
tasks relevant to the real world (Ngo, 2022). In fact, AI is already being used in a wide
variety of applications like voice and image recognition systems, recommendation systems,
and fraud detection. Some of its most successful applications include AlphaFold 2, a major
breakthrough for the protein folding problem (July 2021); Codex, which can generate code
from natural language instructions (August 2021); DALL-E 2 (April 2022), capable of
generating high-quality images from written descriptions; and GPT-4 (2023), a multimodal
model capable of generating text from text and images (OpenAI, 2023).

Image 1. Timeline of notable advances in artificial intelligence.

It is difficult to predict how this discipline will evolve in the future, but a majority of experts
anticipate significant progress in this century. In a 2019 survey of more than 300
researchers, the average respondent estimated a 50% probability of human-level machine
intelligence1 by 2036 (Zhang et al., 2022).

1 In the survey, human-level machine intelligence is defined as the threshold where “machines are
collectively able to perform almost all tasks (> 90% of all tasks) that are economically relevant better
than the median human paid to do that task”.
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Considering the combination of the generality of AI and the accelerated development of
capabilities, some experts speculate that this technology could potentially cause large-scale
harm if not properly aligned with human values and objectives (Ord et al., 2021). Before
reaching such a scenario, though, we can develop a series of actions to achieve trustworthy
AI (Brundage et al., 2020). In the following sections of the report, we present specific risks
that society may face and provide several recommendations for Spain to work in the
prevention and mitigation of those risks.

The European Regulation for AI

The European Union (EU) is a pioneering jurisdiction in the governance and regulation of AI.
In 2018, the European Commission established the High-Level Expert Group on Artificial
Intelligence, which developed a series of guidelines and recommendations for trustworthy AI.
In 2021, these documents resulted in a Proposal for a Regulation laying down harmonised
rules on artificial intelligence. This legislative initiative, whose final version could be
approved by the end of 2023, covers all types of AI systems in all sectors except for the
military. The regulation prohibits practices deemed unacceptable and stipulates
requirements for high-risk AI systems. These obligations mainly consist of a risk
management system, a quality management system, and post-market monitoring. Appendix
4 includes a summary that details these responsibilities.

This new regulation can have a significant impact, considering the EU's ability to influence
global regulations through its influence and regulatory standards. In particular, the
attractiveness and size of the European market incentivize large companies to develop and
offer products that comply with its regulations, even outside the EU. This phenomenon,
known as the Brussels effect (Siegmann & Anderljung, 2022), increases the importance of
contributing to shaping the European regulatory framework.

The Sandbox in Spain

The legislation will be tested for the first time before its implementation in a regulatory
sandbox that will take place in Spain (Ministerio de Asuntos Económicos y Transformación
Digital, 2022). The first phase of this project has been underway since the second half of
2022, focusing on developing a national legal framework and determining the guidelines that
will enable its operation. This involves determining aspects such as the selection process for
participating companies or the protection and management of data (Rodríguez, 2022). As of
March 2023, the government is finalizing the royal decree that will officially launch the project
and has already begun inviting companies to participate (Aguilar, 2023). As of the date of
publication of this report, the government has published a draft of the Royal Decree that
formalizes the start of the project.

The sandbox will seek an iterative, experience-based learning process, allowing for
adjustments to the guidelines as tests progress. Furthermore, the national authorities will
prepare annual reports to evaluate the effectiveness and costs of various strategies, as well
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as impressions on the functioning of the sandbox in different sectors. These reports will be
presented to the European AI Board and the European Commission.

The Opportunity

The current moment presents a great opportunity for Spain to influence AI governance and
regulation. Recent advancements in this technology have attracted significant public interest
and part of this attention has been directed towards the risks associated with its
development and implementation. Society now engages in a debate that had previously
remained mostly within academic circles and compels stakeholders to assume
responsibilities. This awareness-raising process must now be consolidated and transformed
into direct action.

Currently, Spain has two avenues to positively contribute to the development of the EU AI
Act. Firstly, a controlled and limited space like the sandbox provides an ideal environment to
gain practical experience in implementing the regulation and test the feasibility of additional
policies that complement and reinforce its objectives. In this regard, the conducted tests will
have a significant influence on the rest of the European Union, which, in turn, will impact the
rest of the world (Siegmann & Anderljung, 2022). Secondly, Spain will hold the presidency of
the Council of the EU in the second half of 2023. Considering that this period is expected to
be crucial for the outcome of the negotiations, the leadership of one of the legislative bodies
can lend greater weight to the Spanish position in the process.

It is challenging to determine which solutions will promote a socially beneficial development
of AI. It is a relatively new technology, and its rapid progress has often outpaced our ability to
fully comprehend its impact and potential. In any case, AI governance is a young discipline,
and experiences at this moment can be pivotal to decide its future.

With this report, we seek to (i) organize and disseminate ideas around AI, (ii) present
governance proposals to be implemented in Spain, and (iii) contribute to the debate on the
present and future of AI in Spanish-speaking countries.

As an organization focused on the prioritization of global catastrophic risks in
Spanish-speaking countries, we believe it is important for these countries to engage in
institutional, civil, and academic conversations to address a matter that is disrupting society
and the economy.
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Risks derived from AI

Considering the rapid advancement of AI capabilities, changes in the threat landscape are
expected, including the expansion of existing threats, the introduction of new ones, and a
shift in their typical nature (Brundage et al., 2018).

The development of AI has been associated with many risks. In this report, we present a list
of the risks we consider to be most significant. To facilitate their analysis and understanding,
we categorize them into (i) adversarial risks and (ii) structural risks. These risks are
addressed in detail in the following two sections.

Type of Risk Threat

Adversarial Risks: direct relation
between the harm and its

perpetrator, whether it be a human
actor or the AI system itself

Cyberattacks and other
unauthorized accesses

Development of strategic
technologies

Manipulation of users

Structural Risks: caused by the
widespread or high-impact

deployment of AI

Labor disruption

Economic inequality

Amplification of biases

Epistemic insecurity

Automation of critical
decision-making and

management processes

Table 1. Type of Risks.

Adversarial Risks

Adversarial risks are those that have a specific origin vector, meaning there is a direct
relation between the harm and its perpetrator. In this case, the perpetrator is identified as an
agent, which can be an individual or a group of either human or non-human nature. These
agents present an inclination to materialize specific threats through which they cause harm.

1.1. Origin Vectors

Two major AI-associated risks are the existence of malicious agents who misuse AI systems
to achieve their own interests and the presence of misaligned AI systems that act
autonomously and can cause harm while pursuing their objectives.

For the elaboration of this report, we categorized adversarial risks into potential vectors of
origin, including state actors, non-state actors, and autonomous AI systems (Table 2).

9

https://www.zotero.org/google-docs/?broken=MjcO24


Keeping this classification in mind is crucial for the proper design of the policies proposed in
this report. Specifically, audits should focus on reducing risks derived directly from AI
systems, while red teaming exercises should additionally consider potential misuse by
human agents.

Agent Type Origin Vector Definition

Human Agents

State Actors

States seeking to accumulate
power through the use of AI,

particularly authoritarian
regimes aiming to undermine

fundamental rights.

Non-State Actors

Cybercriminals who use AI to
profit at the expense of their

victims.

Terrorist groups that use AI to
generate terror among the

population.

Non-Human
Agents Autonomous AI systems

Autonomous systems that
cause harm and damage to

humans.

Table 2. Summary of vectors that can give rise to risks in the field of artificial intelligence.

Next, we delve further into the description of these vectors, emphasizing the motivations of
each agent.

1) Human Agents

In this context, human agents are individuals involved in the development, design,
implementation, use, and/or supervision of AI systems, and they can cause harm by
engaging in any of these activities with malicious intent.

Human agents can be classified into two types:

a) State actors: governments and state entities that seek to satisfy their own interests,
such as interfering in the affairs of other states or controlling their own population. AI
systems could become useful tools for these actors to, for instance, carry out
cyberattacks and propaganda campaigns, influence foreign elections, manipulate
public opinion, and compromise the national security of other countries. In particular,
we highlight potential actions that authoritarian regimes may execute against the
fundamental rights of the population.

b) Non-state actors: individuals or criminal organizations and terrorist groups. These
actors can also use AI systems to satisfy their own interests, such as illegal profit or
generating terror among the population. In the former case, they may engage in
cyberattacks, theft of data and confidential information, extortion, and fraud. In the
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latter case, they may disseminate disinformation, use autonomous weapons, or seek
control over critical infrastructure.

In turn, these agents can have various motivations: authoritarian states seek social control
and maximizing power, criminal organizations are driven by economic gains, and terrorist
groups want to impose a political agenda.

We recommend that the development of AI systems include red teaming exercises to
explore how these malicious actors can materialize their threats through the use of such
systems. We further develop these recommendations in the recommendations section.

2) Non-Human Agents

In this section, we emphasize that the risks associated with AI not only arise from its misuse
by malicious individuals but can also stem from the behavior of the AI systems themselves.
Eventually, if advancements occur as expected, it will become possible and financially
feasible to build Advanced, Planning, and Strategically aware (APS) systems, that is, AI
systems with advanced capabilities, agentic planning, and strategic awareness (Carlsmith,
2022). If the behavior of these agents is not aligned to benefit humanity, their development
will entail significant risks.

Misalignment refers to situations in which AI systems act competently but in a manner
different from what their developers intended. In most cases, this happens if developers
cannot accurately capture human values and preferences in the definition of the objectives
of the system (Russell, 2019). We present three lines of argument that support this
possibility: goal misspecification, lack of robustness to distributional shifts, and unbounded
instrumental goals.

The emergence of misaligned behavior is not a hypothetical scenario but a plausible
consequence of widespread practices in machine learning. Many models, for instance, are
trained and adjusted using a method called reinforcement learning, through which the
machine learns from rewards to internalize the desired behavior. However, there is a
possibility that the AI system discovers a loophole that allows it to achieve the goal of
maximizing the reward in a way that the developers did not anticipate (Krakovna et al.,
2020). In environments where the model's actions have significant repercussions, this
tendency could be dangerous. For example, a machine trained to make money in the stock
market might attempt to manipulate the market if illegal behaviors to be avoided are not
properly specified (Ngo et al., 2022).

In addition to the misspecification problem, there are other causes for which a system may
exhibit undesirable behavior during its deployment. One of the most important is the lack of
robustness in the face of modifications in the environment. In general, when the distribution
during training and deployment differ, the AI system may not only exhibit poor performance,
but also mistakenly assume that its performance is good (Amodei et al., 2016a).
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An example of that is goal misgeneralization, i. e., a situation in which the model pursues the
correct objective during training but not when the surroundings change. In reality, the
objective pursued during training is not exactly the same as the one intended by the
developers, but circumstances cause them to coincide in one case and not in the other
(Shah et al., 2022). Imagine a language model trained to offer correct answers. Again, many
of these models learn by reinforcement, that is, they infer their ideal behavior from the
evaluation that a human makes of their outcome. In this context, there is a possibility that the
model inadvertently adopts a different objective than the one the developer intended to
establish. While the developer seeks to provide objectively correct answers, the model could
develop the goal of giving answers that the developer himself considers correct. During the
training phase, due to inherent biases in human judgment, these two goals might appear to
coincide. However, in reality, the model could have internalized the purpose of acting
deceptively to convince humans that it is pursuing the goal they expect.

The existence of misaligned AI would be a relatively minor problem if the impact of its
actions were clearly limited. In extreme cases, for example, interrupting its operation could
stop the harm. However, some experts question the possibility of this control being actually
feasible, due to instrumental goals (Russell, 2019).

Instrumental goals are intermediate steps that an AI system may consider useful for
achieving virtually any final objective (Omohundro, 2007). Any action that ensures
self-preservation would be part of these goals, so the AI system could actively strive to avoid
being shut off—and therefore, lose the opportunity to pursue the initially assigned objective.
Other instrumental goals include self-improvement and the acquisition of financial or
computing resources, which could be hoarded at the expense of human interests.

These behaviors have already been observed in experiments. For example, when OpenAI
trained two teams of AI to play hide-and-seek in a simulated environment that included
blocks and ramps, they developed strategies that involved controlling these objects to win,
even though they were never given direct incentives to interact with them (Baker et al.,
2020). This is, of course, an innocuous case, but an APS system could apply the same logic
in contexts where the impact is real.

To prevent these scenarios, we recommend that auditing processes for frontier models
examine the emergence of APS capabilities. Similarly, red teaming exercises conducted with
these systems should consider the possibility of an APS system causing harm. We further
develop these discussions in more detail in the recommendations section.

1.2. Threats

In this section, we explore some vulnerabilities that could arise from the use or autonomous
functioning of advanced AI systems. Some of the scenarios considered include threats to
physical integrity, digital security, and sociopolitical stability (Brundage et al., 2018). Our
objective is to (i) establish that these risks are plausible and (ii) guide future auditing and red
teaming exercises to prevent or mitigate them.
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● Cyberattacks and unauthorized accesses

The increasing digitization and connectivity of the world have brought numerous advantages
but also significant security vulnerabilities. In this section, we highlight two types of impactful
cyberattacks: access to critical infrastructure and the theft or encryption of sensitive data.

Regarding the first group, two historical examples are Stuxnet, which caused the collapse of
an Iranian nuclear plant in 2010 (Fruhlinger, 2022), and BlackEnergy3, involved in the
disruption of an electrical grid in Ukraine in 2014 (Miller, 2021). An example from the second
category is the attack on the Hospital Clínic in Barcelona, perpetrated in 2023, where the
organization Ransom House blocked access to the center's data with two objectives:
demanding a ransom and, in case of refusal, selling it on the black market (Bou, 2023). In
other cases, the modus operandi is simpler but equally effective. In 2022, Spain was the
country with the most cyberattacks aimed at stealing passwords and banking data, primarily
through SMS and fraudulent emails (Castillo, 2022).

AI holds the promise of enhancing the execution of cyber offenses, increasing their scale
and impact (Brundage, et al., 2018). Furthermore, AI systems themselves harbor specific
vulnerabilities that can be exploited to disrupt their functioning.

Firstly, Aksela et al. (2022) point out that these new tools can automate manual tasks,
improve current techniques, and add new capabilities. Task automation is especially useful
in the reconnaissance phase. One notable manifestation is Mechanical Phish, a cyber
reasoning system developed by DARPA that analyzes code to detect vulnerabilities
(Shoshitaishvili et al., 2018). Regarding the improvement of current techniques, language
models like GPT-4 have proven to be useful and cost-effective tools for spear phishing, since
they allow for greater customization of campaigns (Hazell, 2023). Finally, algorithms like
DeepDGA possess a unique capability to bypass current detection tools, enabling the
undetected manipulation of command and control of critical infrastructure (H. S. Anderson
et al., 2016).

Secondly, AI-controlled systems can be intentionally altered by adversaries. Some examples
of these attempts include data poisoning (Schwarzschild et al., 2021) or prompt injection,
which allows for verbally inducing language models to disregard certain constraints (Perez &
Ribeiro, 2022).

Both for human agents and in the case of APS systems, the accumulation of power can be
materialized through various cyber operations: looting financial resources, unauthorized
access to command and control, obtaining sensitive data, or even self-replication across
numerous devices. In some cases, there is even the possibility that an AI system does not
require the internet to interact with other devices or infiltrate them. As an illustrative example,
an electronic circuit, pertaining to an AI system, could be able to detect the signal from
nearby divides and reproduce it as its own. This means that the AI system could trick other
devices into thinking it is part of the same network or system and, as a result, infiltrate those
devices and take control without being detected. (Bird & Layzell, 2002).
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● Development of strategic technologies

AI is a key component of strategic technologies such as autonomous systems, drones, and
military robots. These applications can be used in armed conflicts and other offensives,
including terrorist acts, which pose serious risks to international security and the protection
of human rights.

Specifically, lethal autonomous weapons have the ability to select and attack targets without
direct human intervention, which is concerning for two reasons. Firstly, the legal
responsibilities stemming from actions carried out by an autonomous weapon are difficult or
even impossible to attribute when there is no human supervision (Sparrow, 2007). This
poses a challenge to international humanitarian law, which has allowed for the punishment of
those responsible for war crimes. Secondly, these systems can make incorrect decisions
due to programming errors or inaccurate data. In many cases, perception mechanisms are
not robust enough and tend to make erroneous interpretations when environmental
conditions change (Longpre et al., 2022). This problem can be exacerbated by adversaries
who attempt to manipulate the system's performance, for example, by creating disturbances
to deceive object detectors and classifiers (Eykholt et al., 2018).

On the other hand, AI has reduced the barriers to inflict large-scale damage. The low cost of
adopting and integrating autonomous systems enables non-state actors to leverage the
technology to exert violence (KREPS, 2021). This risk is potentially greater than that
associated with states because terrorist groups and criminal organizations have fewer
accountability restraints and tend to favor indiscriminate violence (Chartoff, 2018).
Additionally, AI with advanced scientific knowledge could assist or drive the production of
biological and chemical weapons. A group of experts from the private sector managed to
develop an AI model that generated 40,000 new potentially lethal toxic molecules in less
than 6 hours (Urbina et al., 2022).

In addition to military or offensive uses, AI could also provide a definitive competitive
advantage by enabling scientifically impactful innovations. While this scenario is not
inherently a threat – ideally, it should be an opportunity – the possibility of monopolizing such
innovation could ensure indisputable hegemony, dangerously altering power dynamics.
Alongside the pursuit of prestige, this component was part of the logic behind the space race
between the United States and the Soviet Union (Rabinowitch, 1961).

Another example of this could be nuclear fusion, a process that promises to become a
virtually limitless source of clean energy. DeepMind has already demonstrated that AI can
contribute to efforts to stabilize and control the plasma in a tokamak, one of the most
important challenges in nuclear fusion development (Degrave et al., 2022). Other
researchers have successfully applied deep learning methods to predict disruptions in
plasma (Kates-Harbeck et al., 2019) or calculate its electric field (Aguilar & Markidis, 2021).
Historically, this field has been characterized by international collaboration: ITER, one of the
most significant projects to create a thermonuclear reactor, involves the participation of 35
countries, including all EU member states, the United States, China, and Russia. However,
the emergence of new influential actors could indicate increased competitiveness. In the
United States, a private company like Helio has received over a billion dollars in funding and
aims to open its first plant in 2028 (Temple, 2023). Significant progress is also being made
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on the other side of the Pacific: researchers operating the Chinese EAST were able to hold
the plasma at 70 million degrees Celsius for 17 minutes, an unprecedented milestone (Song
et al., 2023). If any of these actors were to succeed and decide to monopolize the benefits of
their creation, their increased technological power could pose a threat to the rest of society.

● User manipulation

User manipulation can be carried out through the use of persuasion techniques and the
presentation of biased information. AI has the ability to collect and analyze large amounts of
data about users, such as their browsing history, interests and preferences, and online
behavior. By utilizing this data, it can personalize the information shown to users, influencing
their decisions and behaviors in ways that may not be obvious to them (Acemoglu, 2021).

Recommendation algorithms used by social media platforms and search engines can display
highly persuasive content tailored to users' interests and needs. In most cases, the goal of
this personalization is to induce the user to take a specific action, such as purchasing a
particular product. Beyond commercial aspects, it has been demonstrated that relatively
simple algorithms are capable of shaping individuals' dating and political preferences. This is
possible through persuasion techniques that exploit human heuristics easily identifiable by AI
(Agudo & Matute, 2021).

Human agents with malicious intent can make use of these systems to influence election
results and other political processes. An example of this is the electoral interference
observed in some countries in recent years (Schippers, 2020), where actors have used bots
and AI techniques to manipulate public opinion and affect election outcomes. In authoritarian
states, this manipulation is further amplified by surveillance and social control enabled by
biometric identification systems, communication monitoring, and data collection.

Moreover, an AI with advanced capabilities could manipulate users through more
sophisticated techniques that include argumentation and even emotional manipulation or
extortion. In a famous experiment, an AI system managed to learn from the behavior of
people who participated in the test and conditioned their subsequent decisions to choose a
specific option or make certain mistakes (Dezfouli et al., 2020). Additionally, GPT-4 was able
to convince a user through TaskRabbit to help solve a CAPTCHA (OpenAI, 2023). As AI
systems gain a deeper understanding of human psychology, the mechanisms employed for
manipulation can reach much higher levels of complexity.

Structural Risks

Adversarial risks tend to focus only on the last step of a causal chain that leads to harm: that
is, the person who misused the technology or the system that behaved unintentionally. This,
in turn, shifts the focus of policy towards measures that concentrate on this last causal step,
such as ethical guidelines for users and engineers, restrictions on dangerous technology,
and punishing guilty individuals to deter future misuse (Königs, 2022).
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The category of structural risks not only considers how a technological system can be
misused or behave undesirably, but also how the widespread deployment of AI can have
disruptive or harmful consequences on the environment (Zwetsloot & Dafoe, 2019).

● Labor disruption caused by massive automation

The recent emergence of generative AI raises the possibility of rapid acceleration in task
automation, driven by increased productivity and labor cost savings. Despite significant
uncertainty surrounding the potential of generative AI, its ability to produce content
indistinguishable from content produced by humans and to break down communication
barriers between humans and machines reflects a major breakthrough with potentially large
macroeconomic effects (Hatzius et al., 2023) (Eloundou et al., 2023) (Acemoglu, 2021).

If generative AI delivers on its promised capabilities, the labor market could face significant
disruption. Using data on occupational tasks in the United States and Europe, Hatzius et al.
(2023) indicates that approximately two-thirds of current jobs are exposed to some degree of
automation by AI, and generative AI could potentially replace up to a quarter of current work.
Goldman Sachs estimates that globally, generative AI could automate nearly 300 million jobs
worldwide (18% of the total), with differential impacts across different countries (see Figure
2).

Figure 2. Percentage of jobs vulnerable to automation in different countries, retrieved from:
(Hatzius et al., 2023)

Specifically, regarding Generative Pre-trained Transformers (GPTs), Eloundou et al. (2023)
have analyzed the impact of these systems and have concluded that 19% of jobs in the U.S.
will have a 50% degree of automation. In this context, they encourage societal and policy
preparedness for the potential economic disruption posed by LLMs and the complementary
technologies they generate.
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In addition to this, Jacobsen et. al (2005) have found that, when there is job displacement, (i)
it is unlikely that workers will find new jobs similar to their previous ones, especially if they
lost their old jobs due to technological changes, (ii) these workers experience long-term
income losses due to job loss, and (iii) the reemployment of displaced workers can take
between 1 and 4 years.

● Socioeconomic Inequality

There is concern that the added value of AI will be captured and monopolized by large
provider companies and their investors, exacerbating wealth inequality (O’Keefe et al.,
2020). In part, mass unemployment would further worsen this situation, as capital inequality
is greater than wage inequality (Bostrom et al., 2018).

The trend towards oligopoly is already present in the technology sector, where the market is
dominated by a limited number of large companies specialized in specific activities.
Specifically, the nature of AI facilitates unfair competition and the concentration of economic
power, with data being one of the main driving forces behind this trend (Acemoglu, 2021).
Having large databases is essential for training and improving AI systems, even in advanced
stages. While marginal returns in terms of accuracy may decrease over time, increasing the
volume of data is often necessary for the system to learn additional complex tasks (J.
Anderson, 2021). Moreover, the best systems have significant commercial reach, allowing
them to continue gathering data from their users (GAWER et al., 2016). This feedback loop
hinders the emergence of new competitors, as they are limited by high barriers to entry
(European Commission. Directorate General for Competition., 2019).

Another aspect to consider is that, as advancements occur, AI systems tend to be applicable
to a wide range of purposes, making them a total product. While experts do not agree on this
point, there is a possibility that major AI providers will end up absorbing multiple sectors,
becoming not only technological giants but also undisputed leaders of the productive
economy (O’Keefe et al., 2020).

Beyond legitimate moral objections to such an increase in inequality, the sociopolitical
consequences could be particularly dangerous for global stability, as they would increase the
risk of unrest and criminality. Moreover, controlling such a transformative technology would
grant excessive privilege to its owners, including the ability to unilaterally make decisions
with political relevance for the rest of society. In this regard, one could argue that current
technology developers do not sufficiently embrace the responsibility to foster public debate
and be accountable to it, as well as to consider ex ante the ethical, legal, and social
implications of their work in order to take precautions against potential undesirable
consequences (Ruiz de Querol, 2022).

● Bias amplification

Bias in AI systems occurs when the systems adopt and reproduce biases present in the
training data or the design of the algorithms. An example of this is inappropriate
representation, which refers to the insufficient or excessive presence of a group or the
stereotyping of certain communities. Due to the prevalence of bias, models can behave
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improperly or exhibit varying performance based on their familiarity with the subject matter
(Bommasani et al., 2022).

A model that amplifies bias is concerning because it can foster the proliferation of unwanted
stereotypes or lead to unjustifiable differences in model accuracy among user subgroups
(Hall et al., 2022). This problem is particularly serious when it comes to decisions that can
affect people's lives or assets, such as a judicial sentence, prescription of medication, or
access to credit.

AI systems are being integrated into diverse areas such as justice, healthcare, and
education (Bommasani et al., 2022). In many of those cases, AI already plays a crucial role
in processing information, greatly influencing the final decision-making process. The
presence of biases in algorithms and training datasets, along with their amplification, can
perpetuate existing inequalities in society and result in unfair treatment (Buolamwini &
Gebru, 2018).

For example, COMPAS, an algorithm used by U.S. courts to predict recidivism, has been
criticized for incorrectly predicting reoffence much more often in the case of black
defendants (Dressel & Farid, 2018). In parallel, algorithms used in the United States for
mortgage lending exhibit lower accuracy in evaluating individuals from ethnic minorities,
primarily due to insufficient representation in the databases (Blattner & Nelson, 2021). The
consequences of these biases can be amplified in the future as AI is deployed in more
environments and decision-making processes become automated.

● Epistemic insecurity

Access to reliable information is a key element in ensuring that individuals in a democratic
society are able to make informed decisions and effectively coordinate to address crises.
Therefore, the proliferation of false information poses a threat to sociopolitical stability and
the proper functioning of a country (Seger et al., 2020). As we will explain further, AI can
exacerbate this risk.

On one hand, current language models are prone to "hallucinations", meaning they can
unintentionally provide incorrect information (Ji et al., 2023). These incidents could lead to
misunderstandings among users, particularly if they accept the information without verifying
it with other sources. On the other hand, malicious actors could use these language models
to automate the creation of deceptive text in the context of influence operations such as
political propaganda campaigns (Goldstein et al., 2023). Sadeghi and Arvanitis (2023) have
identified dozens of websites that use AI tools to generate fake news and low-quality articles
on a mass scale. Additionally, image and video generation models can be used to create
deep fakes, imperceptibly false audiovisual content (Nguyen et al., 2022).

AI can also indirectly contribute to misinformation by reducing the costs of generating
content. This could significantly contribute to information overload, a phenomenon that has
emerged with the expansion of the Internet and undermines individuals' ability to distinguish
accurate and relevant information from inaccurate or irrelevant information (Bawden &
Robinson, 2020).
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● Automation of critical decision-making and management processes

As mentioned earlier, AI can also be used to make decisions in various domains. As these AI
systems become more advanced, they may be capable of making autonomous decisions in
real-time. If these systems are prone to perceptual errors or are not designed and
programmed to respect human values and goals, they can make decisions that harm
individuals or society as a whole.

The risk of errors is particularly relevant because most systems are not sufficiently robust,
meaning they are prone to failure when the circumstances encountered in practice
substantially differ from those anticipated during training (Amodei et al., 2016). If these
systems are allowed to make important decisions in areas such as healthcare, criminal
justice, or national security, their decisions could have serious and potentially dangerous
consequences (Baum, 2020), (Lamata et al., 2021). Furthermore, processes carried out
without human supervision would be extremely fast, so any incident could spiral out of
control (Scharre, 2018).

An extreme example is the automation of nuclear command and control. As AI systems are
integrated into various military applications, states could be tempted to delegate control of
nuclear weapons to these systems. This relinquishing of decision-making power in such a
critical area poses an unacceptable risk, as it would increase the likelihood of catastrophic
errors in the interpretation of information. An example of this is the incident that occurred in
the Soviet Union in 1983, when a radar system triggered alarms by mistaking sunlight for an
intercontinental ballistic missile. In that case, the presence of a human supervisor who
decided to wait for more evidence presumably prevented a Soviet attack from being
launched (Nagesh, 2017).

Poorly defined AI system goals constitute another reason why an automated process could
deviate from the desired performance. Technically, the training process of a machine
learning system consists of optimizing a certain function. Usually, this function is not
determined in an explicit and deliberate way, but is implicitly derived from intermediate
objectives such as mimicking a training dataset or improving feedback given by developers
or users. In this context, the optimization of these objectives might separate from the pursuit
of the goals that developers and users had in mind (Amodei et al., 2016a).

As AI systems permeate more management and decision areas, the gap between the
optimization result and the complex and nuanced objective that we would ideally want to
achieve is likely to increase (Christiano, 2019). A tangible example of this is the operation of
social networks, whose content selection algorithms try to maximize the number of user
interactions. This goal is clearly aligned with the economic incentives of the responsible
company and it could even be argued that citizen participation in digital media is healthy for
a democratic society. However, it has been shown that the most viral posts are those that
provoke negative emotions, that is, inflammatory content (Munn, 2020) which can provoke
hostility (Rathje et al., 2021) and outrage (Brady et al., 2021). By focusing excessively on
short-term interaction, social networks create an environment of toxicity and hostility that
deteriorates public debate. Less obviously, the long-term impact can also be detrimental to
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social networks as such, since the climate generated in them can cause a certain amount of
fatigue and a consequent lack of interest (Zheng & Ling, 2021).

Conclusion on risks arising from AI

In conclusion, the occurrence of risks associated with individual agents and structural risks
from artificial intelligence gives rise to concerning situations for individuals and society as a
whole. These risks can be managed through the identification, understanding, and
evaluation of these risks – which was the objective of this section – as well as the
development of governance models and regulations that allow for consensus-building and
actions to counteract them.

Among other risks, we have seen how the autonomous pursuit of goals can cause great
damage through manipulation, cyberattacks, and the development of strategic technologies.
This is a novel risk vector, the management of which requires new approaches.

That is why, in the second part of the research, we will focus on the European Regulation as
a political and normative instrument that enables planning responses, assigning
responsibilities, establishing monitoring systems, implementing preventive measures, and
communicating and educating the general population. We also aim to propose
improvements for its implementation, to be considered when developing the sandbox.

Proposals for the implementation of the EU AI Act

This section presents a series of recommendations to strengthen the implementation of the
EU AI Act in Spain. The selection of these proposals arises from a theory of change based
on two components. Firstly, policies should establish an important practical precedent for the
implementation of the regulation, particularly through experience in the sandbox. As a
precursor, Spain can have a significant influence on the subsequent actions of other
countries. Secondly, we believe that holding the presidency of the Council of the EU in the
second semester of 2023 can give Spain greater influence in the final phase of negotiations.
Additionally, succeeding in the initial efforts to implement the Act can help establish good
practices.

The recommendations also interact with three fundamental pillars: (i) the theoretical
framework, (ii) the Act, and (iii) the Spanish context. They are all based on the consulted
bibliography and the positions of the interviewed experts. Moreover, they are in line with the
requirements of European law and adapt to the capacities and needs of the Spanish
ecosystem.

The policy proposal is divided into two phases: development, which includes planning,
design, training, and evaluation of the AI system; and deployment, which includes the entire
period of commercialization and use of the system. This distinction is useful to develop a
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consistent timeline and make the framework easy to follow, but it is important to note that
some measures can – and should – be implemented in both phases.

Next, we provide a summary of the recommendations and identify the responsible
organizations for developing each of them, along with a description of the activities they
would carry out and why.

Recommendation Description Responsible
Party

Compute-based
detection and
governance of
frontier AI systems

Analyze the European registry of AI systems to
understand the ecosystem and detect those
whose compute exceeds 1e25 FLOP. Advocate
for these reports to occur at least 3 months
before deployment, and ideally before training.

AESIA, BSC,
AMETIC, SEDIA

Internal and
external audits

Design a regulatory framework that standardizes
third-party auditing for cutting-edge AI systems
–with focus on model evaluations– and
strengthens internal conformity assessments.

AESIA, ENAC,
OdiseIA,

AI4People

Red teaming Institutionally coordinate the creation of networks
of independent professionals focused on risk
identification and response testing.

AESIA, INCIBE,
MCCE,

Ministerios
implicados

Risk management
system Establish best practices to reinforce the

definition and compliance with obligations
related to risk management systems.

AESIA

Incident and risk
databases

Systematically collect the outcome of
post-market monitoring and risk management
systems to extract lessons and share them with
relevant stakeholders in the national and
European ecosystem.

AESIA, INCIBE

Responsibilities of
the provider along
the AI value chain

Keep providers liable whenever the intended
purpose is modified or any use of the AI system
poses an unacceptable risk.

AESIA

Intervention plans Develop a Sectoral Plan for Market Surveillance,
drawing inspiration from analogous efforts for
telecommunications equipment. Require
safeguards to ensure the deployment of AI
systems can be reversed.

SEDIA
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Include foundation
models and
general-purpose AI
systems

Require all recommendations to foundation
models. Consider some for general-purpose AI
systems, especially red teaming.

-

AI governance in
the military sector

Elaborate guidelines for the application of
international humanitarian law on military uses of
AI.

-

Table 3. Summary of proposals to improve the implementation of the EU Regulation on AI in Spain,
with the potential entities involved.

Our governance proposals are designed to connect with each other and can be implemented
throughout the entire lifecycle of an AI system. Firstly, we emphasize the need to detect the
development of frontier models, with a particular focus on the computational resources used
during training as the most indicative measure. Secondly, we recommend that these models
undergo independent audits and red teaming exercises. These two measures should feed a
risk management system which systematically eliminates all unacceptable risks.

Compute-based detection and governance of frontier models

The computational resources used to train AI systems, measured in terms of floating-point
operations (FLOP), serve as a predictive variable for the resulting capabilities of the model
(Amodei & Hernandez, 2018; Owen, 2023; Sevilla et al., 2022). Since the training of
advanced systems encompasses a significant portion of the risks associated with AI, the
potential impact of the technology on security is, for now, highly correlated with the
computational resources employed (Hwang, 2018)2.

2 Future advances in algorithmic efficiency might alter this causal relation Erdil & Besiroglu (2022)
conclude that, every nine months, the introduction of better algorithms contributes to the equivalent of
doubling computational resources.

22

https://www.zotero.org/google-docs/?vbsdWr


In addition to this close link, measuring computation offers several relevant advantages
because it is objective, quantifiable, and traceable. Computing power requires physical
space and has a high energy demand, making it easily detectable (OECD, 2023). Moreover,
providers are expected to be less reluctant to share these details compared to other more
confidential information (Baker, 2023).

We recommend that public authorities conduct a systematic analysis of the database
of AI systems envisaged in Article 60 of the Act, paying particular attention to those
whose computation exceeds 1e25 FLOP.3

This public oversight brings several benefits. First, mapping computation can help the
government gain a better understanding of the distribution of capabilities within their national
ecosystem. Whittlestone & Clark argue that detecting where intensive use of computational
resources occurs can help develop a better perception of which actors have the capacity to
train and deploy advanced systems. Thus, these initial insights could form the basis for
determining where better governance is needed. Specifically, we propose that systems
trained with a minimum of 1e25 FLOP undergo preventive measures such as audits and red
teaming, as well as more stringent risk management and post-market monitoring.

Furthermore, we request that the registration of such systems be carried out at least 3
months before the expected start of their commercialization in the European Union.
This prudent time period would be necessary to conduct a thorough compliance check
before deployment (see interview with Markus Anderljung, Appendix 1). In the long term, we
suggest strengthening public-private coordination to normalize reporting large
training runs before they initiate. This stems from the notion that certain risks may arise
during the initial stages of development and, therefore, require early prevention efforts (see
interview with Marius Hobbhahn, Appendix 1).

To complement this coordination, we recommend tracking the production and
importation of cutting-edge semiconductors. Through these actions, public entities could
anticipate any efforts to amass notable amounts of computing power, even when there is an
intention to conceal such efforts (Shavit, 2023).

The industry association (AMETIC, 2023) has developed a Mapping of the Spanish
microelectronics ecosystem that describes Spain's capabilities in semiconductor design,
manufacturing, and assembly. Additionally, international supply chains rely on a few key
bottlenecks (TSMC, NVIDIA, ASML), making the distribution much more predictable. We
recommend exploring ways to trace international trade that can scale up to the European
level.

In a different vein, we recommend controlling access to key intensive resources such
as large computational concentrations. Specifically, the utilization of this infrastructure
could be restricted to obtaining licenses linked to meeting some minimum requirements,
ensuring adequate levels of responsibility.

3 Currently, only GPT-4 is estimated to have exceeded this benchmark (Sevilla et al., 2022). We
believe this is currently a good threshold to anticipate the emergence of significant risks. We
recommend reconsidering the value as advances in computational and algorithmic efficiency change
the relationship between compute and performance.

23

https://www.zotero.org/google-docs/?e92iHH
https://www.zotero.org/google-docs/?12Id7m
https://www.zotero.org/google-docs/?xxZele


In the Spanish and European context, this could translate into strengthening the conditions
for accessing EuroHPC JU, which manages eight supercomputers across Europe. Currently,
this is outlined in their Access Policy, which includes penalization in future selection rounds
for groups with "unethical behavior." We recommend that, particularly for extreme scale
access,4 requirements related to risk management and quality be given greater
consideration during the evaluation of requests related to AI model training. Non-compliance
with these provisions should result in the rejection of the application or, if it occurs ex-post,
the immediate suspension of activities.

To provide context, both Spain and Europe in general lack large training runs when
compared to the United States or China. However, establishing a robust system for AI
monitoring and verification requires intermediate steps that can later scale up to frontier
models (Baker, 2023). The Spanish context is well-suited for this. The Barcelona
Supercomputing Center (BSC) is home to MareNostrum, one of the most powerful
supercomputers in Europe. MareNostrum 5, its latest version, will be the third computer of
the EuroHPC JU, reaching a peak performance of 314 petaflops.

Internal and External Audits

Brundage et al. (2020) define auditing as a structured process in which an organization’s
present or past behavior is assessed for consistency with relevant principles, regulations, or
norms. This examination is one of the most robust ways to verify the adequacy of a
company's activities. In industries such as finance or sectors with demanding security
requirements, such as aviation, it is a widely practiced approach.

While the design of audits still needs to be adapted to the complex case of AI, Mokänder
et al. (2022) argue that the Act already hints at the contours of a European-level audit
ecosystem through conformity assessments (Article 43) and post-market monitoring (Article
61). Additionally, Article 69 encourages the promotion and facilitation of the development of
codes of conduct aimed at creating soft governance mechanisms that reinforce the
regulation. This assurance ecosystem is still to be developed, but regulatory sandboxes are
an excellent opportunity to do so (European Commission. Joint Research Centre., 2021).

In this context, we recommend developing a regulatory framework that standardizes
third-party auditing for cutting-edge AI systems, with focus on model evaluations, and
strengthens internal conformity assessments.

Firstly, we recommend that the identified frontier models undergo independent audits.
Implementing third-party audits helps to avoid biases and conflicts of interest that may arise
in self-assessments (Brundage et al., 2020; interview with Risto Uuk, Appendix 1).

4 Extreme scale access includes “applications with high-impact, high-gain innovative research, [...]
justifying the need for and the capacity to use extremely large allocations in terms of compute time,
data storage and support resources”. More specifically, the Access Policy considers projects “extreme
scale” if they require between 50% and 70% of the total resources.
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In line with Mökander et al., we propose a three-layered approach in which the audit
encompasses the organization's governance mechanisms, the capabilities and limitations of
the AI model, and the impact and legality of its applications. We suggest that, as a general
rule, most of these activities take place before the AI system is brought to market and are
conducted annually during its use. However, we recommend that the assessment of
foundation models begins during the training phase or before, as notable risks may manifest
during this stage (see interview with Marius Hobbhahn, Appendix 1).

With all, we suggest prioritizing model evaluations, something that the European Parliament
has already included among the requirements for foundation models in Article 28b of its
proposal. More specifically, it is crucial to analyze the system’s alignment and capabilities to
make sure that its autonomous behavior or misuse does not imply extreme risks (Shevlane
et al., 2023). ARC Evals, which has worked with leading labs such as OpenAI and Anthropic,
is a good example of the first relevant efforts to evaluate frontier models (see interview with
Lawrence Chan, Appendix 1). This organization is based on threat models that anticipate
how an AI system could develop dangerous capabilities, such as accumulation of resources,
self-replication, or resistance to being shut off. In this regard, the design of simulated
environments allows for observing the model over longer time horizons and studying its
competence in intermediate tasks that would be useful for potential accumulation of power.

Future evaluations must be even more comprehensive, as well as interpretable and safe to
implement. Evaluators should consider a detailed list of potential threats, create the context
to elicit the selected capabilities, and, to possible extent, mechanistically observe the model
to understand its behavior (Shevlane et al., 2023). While the field of model evaluation is yet
to be developed, it is also important to establish general standards and principles as soon as
possible to guide the way. This should initiate an iteration process in which standards and
evaluations shape each other over time (see interview Marius Hobbhahn, Appendix 1).

A crucial challenge when conducting third-party audits is ensuring the confidentiality of the
audited organization’s critical information. Establishing mechanisms to protect this data is
especially important to prevent leaks, as recently happened with Meta's LLaMA model
(Vincent, 2023). To this end, the auditor-auditee relationship should be based on strict
non-disclosure agreements. Besides, one of the most promising emerging paradigms to
mitigate this risk is structured access, defined as a controlled interaction between the AI
system and a third party to prevent misuse, modifications, or reproductions of the model
(Shevlane, 2022). Therefore, we recommend that evaluations take place in secure and
controlled spaces where auditors have access to an application programming interface (API)
or the provider's hardware to execute the model without extracting its details.

In Spain, we recommend that specialized private entities lead auditing processes and report
the results to AESIA. Considering that the obligation to undergo independent audits would
only fall on developers of frontier models, which entails a significant amount of financial
resources, the cost of this service should be covered by the developing company itself as
part of the budget allocated to safety.

The National Certification Body (ENAC) could act as the notified body and coordinate these
efforts throughout the ecosystem. This institution is responsible for assessing the technical
competence of Spanish inspection and verification centers and has already accredited over
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50 entities in the information and communication technology (ICT) sector. In this context, we
urge ENAC to give AI a much more central presence in their work.

Furthermore, we recommend that the government work closely with OdiseIA, an association
of companies and universities that seek to ensure the responsible use of AI. Specifically, we
identify Deloitte and PwC as the two institutional partners that should play a significant role
in the development of audits, primarily due to their greater capacity and recent experience
with algorithmic auditing. However, we advocate for the proliferation of non-profit
organizations such as the Eticas Foundation, one of the main national pioneers in
algorithmic auditing. This is due to the fact that non-profit organizations may be more nimble
and allow for research on state-of-the-art evaluations, while traditional audit firms might be
more limited to immediate performance. We recommend incrementing funding for nonprofits
to acquire resources and explore new evaluation methods.

In all these cases, significant effort will be needed to train specialized personnel. For this
purpose, Spain should leverage European-level initiatives, especially during the sandbox.
One of the most promising initiatives is the AI Global Mark of Compliance, which aims to
establish a comprehensive ecosystem of AI audits. The project is expected to be presented
in December 2023 by AI4People, a prominent public-private forum seeking to lay the
foundations for responsible AI governance.

On a different note, internal conformity assessments can be useful and sufficient in most
cases. The implementation of third-party audits may be hindered by lack of resources or
limited access to the model, data, and processes of the organization, as well as the
challenge of conducting follow-up (Raji et al., 2020).

For the effective implementation of internal controls, Floridi et al. (2022) present a
three-phase procedure called capAI:

● An internal review protocol that covers the design, development, evaluation,
operation, and potential retirement of the AI system.

● A summary datasheet that includes the necessary information for registering an AI
system, as outlined in Annex VIII of the Regulation. This datasheet should also
include the technical documentation specified in Annex IV.

● An external scorecard that explicitly states the purpose of the AI system, the values
that guided its training, details about the datasets used, and the governance
structures of the responsible organization.

Two positive aspects stand out from this approach. Firstly, the comprehensiveness of the
internal review allows for verification of the entire lifecycle of the AI system, enabling the
timely adaptation of the quality management system to the required standards. Secondly,
partially publishing results through the external scorecard is an excellent way to ensure
proper accountability despite the lack of external personnel, as it would contribute to
reducing problems of information asymmetry between providers and users (Askell et al.,
2019). These records could be a good preparation exercise for adapting to the certificates
emerging from the imminent European standardization. The Spanish industry has already
shown encouraging signs of self-regulation with a certificate for algorithmic transparency
promoted by Adigital (M. Jiménez, 2022).
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Furthermore, we recommend that these audits are not seen as ordinary internal controls but
as a separate business function with its own team, accountable to the board of directors
(Schuett, 2023a) (see interview Markus Anderljung, Appendix 1). Finally, we support the
government’s initiative to provide digital tools that offer automated code and training set
analysis for self-assessments (Jiménez, 2023). These efforts are particularly valuable in
reducing costs and universalizing practices.

Simulation of attacks (red teaming) and other scenarios

Red teaming is a structured effort to find flaws and vulnerabilities in a plan, organization, or
technical system, often performed by dedicated "red teams" that seek to adopt an attacker’s
mindset and methods (Brundage et al., 2020). This practice, widely used in the field of
cybersecurity, has begun to be successfully employed to anticipate risks related to AI
systems, especially in the case of language models (Ganguli et al., 2022). In fact, this was
one of the main exercises conducted by OpenAI during the training process of GPT-4. The
company affirms that they identified emerging risks, which prompted further research in
safety and the implementation of mitigation policies that, in many cases, reduced the risk.
There was also consensus among the interviewed experts about the use of red teaming as a
good practice for identifying risks related to AI (see interviews with Toni Lorente, José
Hernández-Orallo, and Risto Uuk, Appendix 1).

When designing the simulation of attacks, the main element to consider is the type of
situations that are intended to be elicited. We recommend that the exercises take into
account three objectives:

● Discover functionalities that enable misuse. For state-of-the-art language models, for
example, it is particularly important to identify behaviors that can be exploited by
malicious actors to cause harm. Going back to the case of GPT-4, these included the
dissemination of hate speech, biased content, misinformation, and instructions for
creating weapons or carrying out cyberattacks. In this case, it is crucial to have
specialists from a wide range of disciplines, such as chemistry, nuclear physics,
cybersecurity, economics, law, healthcare, or education. For specific cases, the
automation of these practices could also be considered (Perez et al., 2022).

● Discover vulnerabilities in critical infrastructure. The output generated by AI could
help exploit weaknesses in various areas critical to national security. Ord et al. (2021)
recommend the creation of a team of experts to simulate various scenarios, such as
a major cyberattack on national infrastructure, the release of a virus, or the disruption
of internet services for an extended period of time.

● Discover structural risks. In this case, the methodology would involve simulating a
series of scenarios in which the previously mentioned structural risks have
materialized. Drawing inspiration from Seger et al. (2020), those responsible for
these exercises could follow a pre-mortem strategy: assuming that the final outcome
has been reached and conducting a retrospective to discover all potential paths that
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could lead to it. Breaking the risk down into intermediate steps allows for greater
specificity in identifying vulnerabilities and, therefore, determining the most
appropriate interventions.

In Spain, we recommend that public organs coordinate to institutionalize these
processes, creating a network of independent professionals focused on identifying
risks and testing responses.

To explore potential misuse, we recommend that the simulation of attacks be conducted by
academics and specialists in relevant sectors, taking inspiration from the example of
OpenAI. These professionals should be remunerated, pass a psychometric test, and be
bound by a strict non-disclosure agreement. Public-private cooperation would be especially
beneficial for distributing costs and sharing information among various actors in the
ecosystem, as well as ensuring that the practice is standardized across the board regardless
of the interests and capabilities of each actor.

When examining structural risks and discovering potential vulnerabilities in critical
infrastructure, these exercises should be led by the relevant ministerial bodies involved in
each case. For example, the General Sub-directorate for Quality and Industrial Safety could
carry out simulated attacks on power plants, substations, and transformer centers.

In the European Union, there are already examples of institutionalization of red teaming. In
2018, the European Central Bank adopted the so-called Threat Intelligence-Based Ethical
Red Teaming (TIBER-EU), a framework to coordinate countries and enhance cyber
resilience of the European financial sector. In Spain, this initiative has been adopted through
the TIBER-ES hub (INCIBE, 2023).

Risk Management System

Article 9(2a) of the AI Act states that the risk management system should begin with "the
identification and analysis of known and foreseeable risks associated with each high-risk AI
system." Subsequently, appropriate risk management measures should be taken to eliminate
or mitigate risks that cannot be eliminated. The risk management system is a process that is
repeated until all identified risks are deemed acceptable.

The current presentation of this requirement requires clearer definitions in two areas.
Regarding the first phase, the Act does not stipulate what are considered "known and
foreseeable risks." Schuett proposes defining "known" as what the organization should know
through reasonable efforts, and "foreseeable" as what has not yet occurred but can already
be identified. Here, the author uses the definition of constructive knowledge, which refers to
what one should know after assuming a sufficient level of diligence. Diligence is defined by
the realization of actions that prevents or mitigates risks to avoid harm

In this sense, there are two problems. First, the Regulation does not define what constitutes
a reasonable level of diligence, so developers could evade their obligations by claiming
ignorance. Second, it should be clear to what extent risks need to be reduced, mitigated or
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controlled. The goal of this iterative process is to ensure that all residual risks – those that
remain after action is taken – are acceptable (Schuett, 2023a). In this case, determining
which risks are acceptable involves difficult regulatory judgments and high empirical
uncertainty.

In this context, we recommend that the Spanish sandbox focus especially on
reinforcing the implementation of the risk management system. Specifically, we suggest
that providers carry out simulations of adversary scenarios (red teaming) and other risk
identification exercises, such as failure mode and effects analysis. This procedure has been
used for decades in security engineering to identify potential failures in a system, and its use
for AI has already been considered (Li & Chignell, 2022).

In the same way, we highlight the importance of determining what practices are necessary to
overcome the problem in question. Here, the key mechanisms involve adjusting architecture,
data, training tasks, or alignment techniques to avoid risk (Shevlane et al., 2023). Pending
more defining standards, the AESIA must rule on whether these levels of diligence and
responsibility are necessary for an appropriate prevention of risks. The inclusion of best
practices in the reports submitted to the European authorities should be a differential
element to improve the provisions of the Act.

Incident and risk database

The risk management system and post-market monitoring provided for in the European
Regulation are two fundamental phases for assessing the potential and tangible impact of AI
systems. In this section, we recommend the establishment of networks of best
practices so that the lessons learned in these stages can be shared with the rest of
the ecosystem.

As the key components of this network, we recommend establishing an incident
database and a risk database, both anonymized and analyzed by national and
international authorities with the aim of preparing annual reports for public access that serve
collective learning. All providers should systematically analyze these results to feed their
own risk management systems.

● Incident database

Proper identification of incidents caused by the technology helps to avoid the same failures
or more extreme versions of them in future iterations. However, in most cases, this learning
is restricted to individual experience because developers are incentivized to maintain a good
reputation and, therefore, to hide the incidents they are involved in (Brundage et al., 2020).
Probably, the solution to this problem lies in the creation of cooperative channels for sharing
this information without compromising the reputation of those affected.
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Article 62 in the AI Act already requires providers to report any serious incident or
malfunction of their respective AI systems. This notice must be submitted to the
corresponding market surveillance authority, which will subsequently inform the national
supervisory body. Article 60 stipulates that the Commission should create and maintain a
publicly accessible database containing information on registered high-risk AI systems in the
EU. The requested information, collected in Annex VIII, includes the provider's data, a
description of the system's purpose, a list of countries where the system has been put into
service, and a copy of the EU declaration of conformity, among others.

In this context, we recommend that all serious incidents5 reported in accordance with
Article 62 be systematically compiled in a parallel database to the one foreseen in
Article 60. To avoid conflicts, national and European authorities should anonymize the
incidents, ensuring that the link between the incident and the responsible party remains
confidential. Once the database is established, a team of specialists should be dedicated to
its analysis to identify common patterns and extract lessons learned. This recommendation
has already been advocated by various groups in their respective feedback to the
Commission’s proposal (Clarke et al., 2021; Future Of Life Institute, 2021) in their respective
feedback on the Commission's proposal. It has also been supported by experts during our
consultation process (see interviews with Risto Uuk and Toni Lorente, Appendix 1).

A good example for this database could be the AI Incident Database (AIID) by Partnership
on AI, a compilation of harms or near-harms caused by the deployment of AI systems. This
resource, inspired by other sectors such as aviation or cybersecurity, aims to facilitate
experience-based learning to prevent and mitigate future incidents.

The sandbox in Spain presents a good opportunity for public organizations to test the
systematic collection of incidents caused by AI systems. As the main recipient of
notifications, AESIA should be responsible for their compilation. Additionally, the exercise
should involve institutions dedicated to cybersecurity. INCIBE’s Computer Emergency
Response Team (CERT) manages a publicly accessible repository with over 75,000 security
vulnerabilities in technology systems. These records are primarily based on the international
Common Vulnerabilities and Exposures (CVE) list, which facilitates the exchange of
information – both issues and solutions – between organizations and countries.

For better understanding and coherence, it is important for these databases to be
interconnected. This relation will allow researchers and developers to access a greater
amount of information about incidents, strengthening the learning process and reducing the
risk of future incidents (see interview with Toni Lorente, Appendix 1).

At the Union level, the European Artificial Intelligence Board could facilitate this coordination.
This recommendation is in line with Article 58, which provides that one of the functions of the
Board is to collect and share technical knowledge and good practices among Member
States. In an effort to broaden the powers of the Board, the Council proposed in its Common
Position that Article 58 also include the promotion and support of cross-border market

5 According to the definition proposed in the Regulation, we understand that "serious incidents" are
those that directly or indirectly cause serious harm to a person's physical integrity, property, or
environment, as well as significant and irreversible disruptions to the management and operation of
critical infrastructure.
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surveillance investigations (Council, 2022). The final result could resemble the work carried
out by ENISA, the European cybersecurity agency, through the Cybersecurity Incident
Report and Analysis System (CIRAS). This body collects, anonymizes and analyzes the data
sent by the national authorities to prepare an annual report that includes the main lessons.

● Risk database

Considering the potential impact of AI, a reactive approach may be insufficient in the long
term. Linking learning to post-incident responses can set a dangerous precedent, as the
severity of incidents is likely to escalate with the capabilities of AI. The mere possibility of an
incident causing irreparable harm is sufficient reason for actors considering the risk to share
their observations before such an incident materializes.

Those responsible for the AIID propose exploring a classification into two categories:
incidents and problems (McGregor et al., 2022). The latter would refer to “damages caused
by an AI system that have yet to occur or be detected.” This taxonomy would be in
accordance with the CVE, which also distinguishes between “events” and “risks”.

In this regard, we recommend that the databases also include known and foreseeable
risks identified by providers in the context of the risk management system envisaged in
Article 9. The audit and attack simulation exercises proposed in the previous sections should
contribute to these efforts. The compilation of risks should be carried out by the assessment
bodies, who would transmit the main findings to the national authorities.

In line with the incident databases, it is important to consider the connection between risk
listings and interaction with other global databases (see interview with Toni Lorente,
Appendix 1).

Responsibility of providers and subsequent intermediaries

Article 28(1) states that any distributor, importer, user, or other third-party shall be
considered a provider if they market the AI system under their own name or trademark, or if
they substantially modify its features, such as its intended purpose. This provision is
essential for keeping liability on malicious actors who use AI systems in contradiction to their
instructions for use.

On the other hand, Article 28(2) establishes that when the AI system has been substantially
modified, including changes to its intended purpose, the original provider who introduced it to
the market will no longer be considered a provider under the Regulation. This paragraph has
been subject to discussion as it could result in laxer obligations for the original provider.

The Council, through Article 23a, amended Article 28 of the Commission's proposal. The
most significant change is that the modification of the intended purpose of the system, when
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this supposes that the system becomes high risk, is removed from the list of scenarios in
which the original provider is no longer legally considered the provider. The Parliament
proposed to exempt the original providers from the obligations linked to substantial
modifications, although they are required to provide the new provider with all the information
and documentation of the system to facilitate compliance with the Regulation.

We recommend keeping original providers liable whenever there is a modification of
the intended purpose or when any use of the AI system poses an unacceptable risk,
regardless of whether this use contradicts the system's instructions. This would incentivize
providers to secure their systems to prevent reproductions and modifications, and to ensure
that instructions for use cannot be bypassed to cause harm. We recommend extending this
legal liability to also include the harm caused by reproductions or imitations of a model that
has been leaked or extracted thanks to lack of security measures.

Ideally, the Act should be accompanied by additional efforts to standardize contracts that
help strengthen control over the entire AI value chain. Taking inspiration from OpenAI's case,
these controls could include, among others, a review process to approve the use of the API,
limits on the number of interactions with the API, and data monitoring to detect possible
misuse. The sandbox, which will give significant weight to SMEs, will be an ideal
environment to test the coordination between these SMEs and the original providers.

Intervention plans

Article 65 of the Regulation orders that when an AI system presents an unacceptable risk,
those responsible should adopt the appropriate corrective measures to adapt the AI system
to the requirements of the Regulation or withdraw it from the market within a period
proportional to the nature of the risk. When the operator is unable to do so, it will be the
surveillance authority that adopts these measures. This provision is in line with Article 20 of
Regulation (EC) No. 765/2008 and Article 19 of Regulation (EU) 2019/1020, which stipulate
that market surveillance authorities shall ensure that products posing a serious risk are
withdrawn.

However, the AI Act does not detail how these actions can be carried out and, most
importantly, how a system should be deployed to enable its withdrawal if necessary (see
interview with Charlotte Siegmann, Appendix 1).

Halting commercialization is a challenge present in various sectors. The Spanish Market
Surveillance Observatory (UNE, 2022) points out that the recall of unsafe products is
hindered by the breadth of community borders, insufficient resources for market surveillance
authorities, lengthy processing periods, lack of automatic actions, and the emergence of
e-commerce without a legal definition of responsibilities. Similarly, SETELECO highlights in
the Sectoral Plan for Market Surveillance of Telecommunications Equipment that many
non-compliant products come from third countries through e-commerce, and the lack of
supply chain traceability creates difficulties in requiring corrective measures (SETELECO,
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2022). These difficulties may be exacerbated in the case of AI since its dissemination is
particularly challenging to control and potentially involves numerous third parties.

We recommend that SEDIA develop a Sectoral Plan for Market Surveillance of
Artificial Intelligence systems, drawing inspiration from the analogous document for
telecommunications equipment. This project should consist of proactive campaign
planning in three phases:

1. Campaign planning, including market studies and risk assessment associated with
each AI system. We recommend that high-risk systems undergo specific campaigns,
while general-purpose systems and foundation models should undergo systematic
control campaigns.

2. Campaign execution:
a. Visual inspections: checks of the system's operation in the cloud or on the

provider's hardware, as applicable.
b. Inspection of documents: evaluation of the technical documentation required

under Article 11 of the EU AI Act.
c. Inspections with withdrawal: temporary cessation of the commercialization of

the AI system, made available to testing laboratories for verification of
administrative and technical requirements. Applicable only to systems that
pose salient risks to health, safety, or the protection of fundamental rights.

3. Analysis of results and implementation of measures. In accordance with Article 65 of
the Regulation, market surveillance authorities may adopt corrective measures, and
when not possible, prohibit or restrict commercialization.

Regarding the obligations imposed on the provider, the control over the value chain
stipulated in the previous recommendation is once again important to guarantee rapid action
in case of need. In this sense, providers must thoroughly analyze the logs generated during
the operation of the AI system, so that serious incidents can be detected in real time. In
anticipation of these cases, providers must reserve the right to cut off the service in the
terms of use of their APIs.

General-purpose systems and foundation models

The main starting point of the Commission's proposed law is the classification of AI systems
according to the level of risk they entail. In that proposal, the taxonomy links risk to ethical
judgments of the technology and its areas of application. However, as explained, the
development of advanced systems carries a number of inherent risks that regulators and
policymakers must consider. In this context, it is important to consider that specific-purpose
systems have a more limited market and risks, while general-purpose systems are subject to
greater variation (see interview with José Hernández-Orallo, Appendix 1).

This issue is being intensely debated within the European Union. The Council proposed
applying the requirements for high-risk systems to general-purpose AI systems (GPAIS). On
the other hand, the Parliament's draft distinguishes between a GPAIS and a foundation
model. The former is defined as "an AI system that can be used and adapted to a wide
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range of applications for which it was not intentionally and specifically designed," while the
latter is understood as "an AI model trained on large-scale datasets, designed for generality
of production, and adaptable to a wide range of tasks." Based on these definitions, we
expect that all frontier systems defined by computational measurements largely agree with
the category of foundation models.

We recommend that both concepts be explicitly included in the legislative text. For
foundation models, developers should assume all the obligations defined in this
report, with special emphasis on independent model audits. For general-purpose
systems, we also recommend applying them, especially red teaming exercises.

Additionally, there are several considerations that are important for general-purpose systems
and are not observed in the regulations for more specific systems (see interview with Markus
Anderljung, Appendix 1):

● The relationship and distribution of responsibilities between those who develop
GPAIS models and those who adapt these models for specific uses, as covered
before.

● Collaboration between developers of GPAIS models and competent authorities or
other external actors to identify and prevent risks and misuse of the technology. We
recommend that the risk management system be particularly strict for GPAIS
systems, anticipating all possible forms of misuse. This could be achieved through
red teaming exercises, which should be standard practice for particularly sensitive
cases such as facial recognition.

Lastly, it is important to consider that the success of the sandbox, especially regarding
certain technologies such as GPAIS, will be determined by the scope and regulatory
framework being tested. If the implementation of general-purpose systems is not tested, the
conclusions drawn in the sandbox may not necessarily be applicable to that technology (see
interview with Toni Lorente, Appendix 1).

Military sector

According to Article 2 of the Regulation, AI systems developed or used solely for military
purposes are explicitly excluded from the scope of application. This is justified by stating
that, when its use is the exclusive competence of the Common Foreign and Security Policy
regulated in Title V of the Treaty on European Union (TEU), it will not be covered by the
Regulation.

While we understand the lack of experience of the European Union in the sector, we
recommend developing guidelines and directives to guide the application of
international humanitarian law in the military uses of AI.

In this sense, two resolutions of the European Parliament stand out. In 2018, MEPs called
for launching international negotiations to develop a binding instrument banning lethal
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autonomous weapons (2018/2752(RSP)). And in 2021, the Legal Affairs Committee
published a set of guidelines for the interpretation of international law, highlighting the need
to ensure human oversight and accountability in the use of AI (2021/C 456/04).

It is important that Spain and the European Union once again emerge as global leaders in
the promotion of peace. This includes continuing to push for a ban on lethal autonomous
weapons, as well as on the automation of nuclear command and control. We also ask that
the military exception in the Regulation does not create unnecessary caveats, and that
vendors ensure that their AI systems are not integrated into unacceptable military
applications.

Conclusion

The field of artificial intelligence has seen rapid advancement in recent years, driven
primarily by developments in machine learning and the increase in computational power.
There are high expectations regarding the possibility of developing AI that possesses
domain general cognitive abilities, which could have a significant impact in a wide range of
application areas. However, there are also concerns about the risks associated with their
development and implementation.

In this report, two main categories of risks associated with AI have been identified:
adversarial risks, which can result from the misuse of AI systems or the development of
misaligned advanced systems; and structural risks, associated with the large-scale
deployment of technology.

In response to these challenges, various regulatory measures have been proposed. One of
them is the EU AI Act, which seeks to establish harmonized standards and requirements for
the use of AI systems in critical sectors. In this context, Spain has a unique opportunity to
contribute positively to the development of this Regulation through the participation in a
regulatory sandbox that will allow testing the feasibility of the Act, exploring additional
policies that reinforce its objectives, and consolidating public awareness of the risks and
benefits of AI.

In the context of the imminent European regulation and taking advantage of the privileged
situation that Spain will have to influence its implementation, we have presented seven
policies that we believe will help improve the governance of AI: compute-based detection of
frontier models, external and internal audits, red teaming exercises, reinforced risk
management systems, incident and risk databases, legal liability for providers along the vale
chain, and intervention plans against emergencies. Similarly, we have put forward two
suggestions to ensure that the Regulation and other future legislative processes actually
cover the AI systems that carry the greatest risk. All these recommendations make up a
framework that Spain can adopt to establish good practices in its pioneering effort to govern
and regulate AI.
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Appendices

Appendix 1 Interview Summaries

Toni Lorente
Associate, AI Governance, The Future Society (TFS)

Toni Lorente argues that European regulation should address general-purpose systems.
Currently, the text proposes regulating the risks associated with certain uses in different
domains. This is not necessarily negative, as it remains agnostic regarding the technology.

The success of the sandbox, especially regarding certain technologies like general-purpose
systems, will depend on the scope and regulatory framework that is tested. If the
implementation of general-purpose systems is not tested, the conclusions drawn from the
sandbox may not necessarily be applicable to such technology.

In the development of Spain's sandbox, it is essential to engage in a process of
dissemination regarding its purpose and scope to different stakeholders. Additionally, the
legitimacy of the sandbox will be determined by the inclusion of various governance
elements, not just the law, and the involvement of all interested actors. For example,
understanding the interactions between rules, standards, existing data protection
regulations, and the new legal framework facilitates future harmonization. It is also important
to have representation from all actors in governance. Certain sectors, such as
general-purpose systems laboratories, could be more involved.

Other important aspects are related to compliance mechanisms, incident databases, and
information management. Regarding compliance mechanisms, there are several ways to
ensure regulatory compliance without jeopardizing a company's assets, such as intellectual
property rights over their technology. It is also important to strengthen the development of
incident databases. While an OECD database already exists, it is necessary to analyze how
to extract lessons from each incident, especially regarding AI governance. Lastly, managing
information asymmetries, particularly during research and development stages, as well as
the development and management of certifications and standards, is another important
aspect. Considering the impact of the "Brussels effect" on a global scale is also relevant,
both in terms of interoperability of standards and norms and the market dynamics in a global
context.

Pablo Villalobos
Staff Researcher, EPOCH

There are primary and secondary drivers in the development of AI. The primary drivers are
factors that directly influence the model, such as algorithms, data, and computing power.
The secondary drivers are indirect to the model, such as human capital and financing.

Regarding algorithmic improvements, one can observe qualitatively which new techniques
have been implemented. It is reasonable to expect that as algorithms become more general,
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there will be less development of completely new algorithms. There will be considerable
improvements, but not with very profound changes.

If the use of data continues to increase at the same rate, it seems quite likely that all
available data will be used, as data grows more slowly. There are several techniques that
can be used to take less data or use "synthetic" data. Another limit related to financing may
be reached earlier, as not everyone can sustain the current pace of investment.

In terms of future capabilities, Villalobos suggests that with current systems, it is possible to
achieve automation of specific tasks. Taking into account the improvement in models in the
next decade, there will be improvement in everything that can be tested multiple times to
ensure non-critical failures, especially in digital work. However, it is unlikely that autonomous
cars and activities related to construction will be realized.

Regarding data management, he suggests focusing on the efficiency of training rather than
reducing misinformation (the latter being more complex), strengthening the source of data
(only using scientific papers, official articles), using pre-trained models for filtering,
eliminating duplicates, removing harmful content, and finally, conducting automated
feedback and testing it in various situations while having humans label the results.

To balance progress with the potential risks of AI, existing mechanisms such as progressive
taxation with social benefits can be used. It has been observed how the working population
decreases due to short adaptation windows, which may lead to the implementation of
universal basic income.

Spain has many AI companies, but they are not focused on broader progress. The country
will benefit from implementing such progress for its economy, but this depends on how the
gains from these systems are concentrated, as they may go to foreign companies and not
leave substantial benefits domestically.

Risto Uuk
Policy Researcher, Future of Life Institute (FLI)

The EU AI law has several key objectives, such as helping the EU market function better,
avoiding friction between states, promoting AI, and making the law applicable to all member
countries. Discussions can be lengthy, and it is necessary to find a balance and
compromise. Some policymakers expect to finalize the negotiations by the end of the year,
while others anticipate a delay until the new year.

The progress of AI in Europe would also benefit from a clear view of security incidents at the
European level, as this would facilitate analysis of what research or regulation may be
necessary as trends emerge in the single market. Therefore, we recommend that member
states also report security incidents to a EU-wide database. The EU should consider
opening access to sandboxes to SMEs from outside the Union. This would promote the
diffusion of EU standards worldwide.
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Some of the discussions on the AI law will take place in the EU AI Council, which assists the
European Commission in assessing how the regulation is functioning. The creation of a
larger and more powerful AI agency with its own legal entity is also being discussed.

Regarding the issue of audits, it is noted that companies are expected to primarily conduct
their own assessments, but this creates trust issues because self-reporting cannot be fully
relied upon. Further development of third-party audits may be welcomed. Red teaming
exercises are a good idea for finding vulnerabilities, whether the audit is internal or external.

There is also the possibility of "safety-washing," where companies claim to be working on AI
safety without taking meaningful action in practice. It is important to report not only on
incidents but also on near misses, as they provide learning opportunities. Red teaming
exercises should not be public, but actual incidents should be. Cybersecurity can offer
valuable insights into risks and best practices.

A solid methodology is needed to assess AI risks, as it is currently primarily based on
intuitive judgments. Large-scale social problems related to AI and democracy, the rule of law,
and the environment should be considered, but they take more time to evaluate and are not
yet well-defined.

José Hernández-Orallo
Professor at Universitat Politècnica de València (UPV)

Until recently, deep learning was considered to be a combination of algorithms, data, and
computational power. However, this perspective has become outdated due to convergence
in the field. It is now widely recognized that only a few algorithms are capable of solving a
wide range of tasks. This approach has expanded access to artificial intelligence, allowing
more people to use general-purpose systems like GPT.

Despite efforts to address bias in artificial intelligence systems through filters and controls,
latent bias problems persist. For example, a word may have different connotations that affect
the system's responses. This raises the dilemma of having systems that are less general
and more predictable or more general and less predictable. The generality of these systems
implies a certain unpredictability, similar to the inherent unpredictability in human
interactions. The key lies in regulating and establishing stricter standards for artificial
intelligence, although there is also concern about the potential malicious use of this
technology. Ultimately, it is not just about the problem of machines but about how they are
used.

The GPT system has a feedback mechanism where reinforcement learning is used to adjust
the output probabilities of the model. This process involves human intervention to modify
problematic outputs and select more appropriate alternatives. However, the system does not
have continuous feedback, and the original weights of the network are not modified.
Although terms like "filter" or "reinforcement learning" are used, the weights of the neural
network are not actually being changed. User feedback is not automatic and is collected
periodically to retrain the system and release new versions.
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In the field of artificial intelligence, there is a lack of regulation similar to what was
established in computer science in the 1960s and 1970s. This absence of regulation has led
to a mentality where it is assumed that all that is needed is to add a disclaimer to the user
and then allow them to do more things. This computer culture has permeated many centers
dedicated to artificial intelligence, which means that users are assumed to take full
responsibility for any problems they may encounter. Unlike other areas where there are
minimal regulations to protect consumers, in the realm of software, users are expected to
accept potential risks and consequences without clear regulation. This lack of regulation has
caused significant harm and has generated the need to establish appropriate standards and
regulations for the use of artificial intelligence.

As artificial intelligence systems gain access to vast human knowledge and scale rapidly,
solutions are likely to be sought to overcome the limitations of available data. Approaches
such as generating training data, generating solved mathematical exercises, and generating
data based on observation of scientific experiments will be explored. However, although
these systems may acquire almost unlimited knowledge of the real world, they are unlikely to
discover new physical laws in the short term, for example. New paradigms are expected to
emerge that leverage the infinite information available, but it is important to recognize that
this data does not replace the accumulated knowledge over millennia through language and
human experience. While advances in artificial intelligence continue, there is a need for new
ideas and approaches to overcome current limitations and continue progressing.

Charlotte Siegmann
Pre-Doctoral Research Fellow in Economics, Global Priorities Institute,
University of Oxford

Siegmann suggests that she prefers to propose recommendations that have a small chance
of being implemented, but if they were to happen, they would be very beneficial. She
suggests that the implementation of large language models in bureaucracies can be very
useful in many sectors, but it could also have economic and resource access consequences.
She proposes that regulations be established for companies using these language models,
requiring them to have plans for getting rid of them if necessary, and establishing a strong
regulatory agency similar to the one for pharmaceutical products.

The importance of interpreting artificial intelligence models is mentioned, as well as the need
for audit testing to assess system security. It is suggested that European regulators may not
have the necessary expertise to conduct these tests. The possibility of reducing the risk of
information leaks in the audit process is also discussed, and the question of how to ensure
that auditors have the necessary capabilities for effective testing is raised. It is suggested
that the quality of the bureaucracy surrounding the model could be an important factor in
obtaining accurate results, and it is noted that the open-source community could be a
valuable resource for auditors in acquiring specialized knowledge.
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Samuel Hilton
Research Affiliate, The Centre for the Study of Existential Risk (CSER),
University of Cambridge

Hilton points out that deficiencies in politicians' understanding of certain issues can vary from
country to country, particularly regarding national-level risks. While some countries have a
risk management system, the way national risk registers are identified and presented is often
ineffective. After identifying risks, it is crucial to take action to manage them, which involves
responsibility and is not always present.

When communicating hypothetical issues, such as risks associated with AI, it is important to
be concrete and avoid falling into science fiction scenarios. It is recommended to have a
long-term perspective on risks and be specific when discussing them. It is crucial to capture
the interest of politicians while avoiding sounding too fanciful.

Most politicians focus on everyday problems and what appears in the news, so long-term
ideas are often not their priority. To effectively communicate with them, it is helpful to focus
on their specific needs.

Regarding national-level adversary simulation (red teaming), the importance of responsibility
and the need for an audit system is highlighted, as well as scenario exercises that allow for
planning and training. It is essential to have a government plan for risk management.

Markus Anderljung
Head of Policy - Research Fellow, GovAI

Anderljung points out that certain types of regulatory requirements can be selectively met in
a single jurisdiction, preventing a de facto effect. Uncertainty can arise when compliance
measures have not been established, resulting in the selection of some products and
services and not others. This is crucial to consider, and Spain will have an important role in
defining this scope.

It is also important to note that the aim is to improve regulation and auditing. For the former,
it is important for the success to consider general-purpose systems. For the latter, auditing
must establish the scope of compliance assessments.

At least for foundation models, mandatory internal and external audits should be required.
An internal audit is not simply an audit conducted internally within a company. The internal
audit is a separate business function and has its own team, which is accountable to the
Board of Directors and not the CEO (similar to financial audits).

Regarding external audits, assessing whether a model could be dangerous requires experts
with the appropriate and correct technical expertise, and this is problematic if these
assessments are only conducted by a small number of actors. One area that the EU AI Act
can improve is by making it explicit that multiple actors should be actively looking for flaws in
an AI system simultaneously and independently, providing a more robust review and

41



allowing for the identification and correction of any issues or deficiencies from different
angles.

It is important to identify risks and have clarity on what is needed to manage them. It is
suggested that the most feasible approach is to inform the authority before deployment,
ideally with a notice period of at least three months, so that the relevant authorities are
informed and can take appropriate action if necessary.

Lastly, Anderljung highlights three levels that he considers important, particularly for
general-purpose systems:

1. The relationship and distribution of responsibilities between those who develop GPAI
models and those who adapt these models for specific uses. It is important to
establish a conformity assessment for GPAI models and properly manage the
transfer of responsibilities between the parties involved.

2. Collaboration between developers of GPAI models and competent authorities in
identifying and preventing high-risk or improper uses of the technology. Developers
of GPAI models should have additional responsibilities in this area, as they may be in
a particularly important position to detect and prevent risks.

3. Risk management and the implementation of control and evaluation mechanisms by
external actors. This aspect is considered the most important in terms of preventing
catastrophic outcomes. It involves identifying the positive and negative
characteristics that a system may have, assessing the risks associated with the
system's implementation, and allowing external actors to review these risk
assessments. These assessments should inform how the system is implemented.

Ricardo Baeza-Yates
Director of Research at the Experiential AI Institute of Northeastern University
- former member of the Advisory Council on Artificial Intelligence of Spain

In large-scale projects such as artificial intelligence, which involves people, the need for an
impact analysis is emphasized, potentially in terms of human rights, and the need to
demonstrate that the benefits outweigh the harms. Regulation that requires a minimum level
of technical, ethical, and administrative competence could help prevent potential harm to
individuals.

The importance of collaboration between the private sector and the government is
emphasized to generate correct political and economic incentives and promote ethics within
artificial intelligence. It is suggested that policies that allow the private sector to directly
propose initiatives to the government, such as those in New Zealand and the United
Kingdom, could be implemented in Spain. The need for greater collaboration and dialogue
between the public and private sectors is highlighted, as there is currently limited formal
communication between them.

Instead of certifying models, it is suggested that the process of their creation could be
certified, similar to ISO 9000 standards. This certification would verify that the process meets
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certain standards, including user consultation before implementation and conducting
thorough testing. Ethical committees could also be part of the process to assess potential
biases or discriminations in both internal and external models.

Regarding the measurement of computational power to evaluate the capabilities of a model
and focus audits on them, it is noted that the ethical impact of the technology can be
significant regardless of the use of computational resources. However, it can be viewed from
the perspective of efficient utilization of energy resources, both in training and usage,
especially with large models that consume enormous amounts of energy during continuous
use by millions of people.

There is skepticism regarding conducting a pilot in Spain for a European Union regulation
that does not yet exist, as it could result in a waste of resources. Conducting a trial based on
rules that may change could be a loss of time and money.

Ibán García del Blanco
MEP S&D, European Parliament

The draft law on Artificial Intelligence from the Parliament is reaching its final stages, and its
approval is expected in the upcoming session, which would imply that the trialogue will take
place during Spain's presidency of the Council of the European Union in the second half of
this year. The S&D group has been demanding regarding the issue of prohibited uses and
has insisted on the elimination of exceptions such as remote biometric surveillance. They
have also emphasized the need for tools to raise awareness in society about the
opportunities and risks of Artificial Intelligence, as well as governance.

It is mentioned that progress has been made on foundation models, and the implementation
of important measures such as requiring a disclosure when interacting with an AI is
expected. There is consensus that the regulation should cover not only sensitive issues but
also the general use of applications.

The importance of public consultations is highlighted, and the current timing is seen as
suitable for making proposals. Regarding the Spanish sandbox, there has been regular but
not in-depth contact, and it is expected to see how it progresses.

Regarding the implementation of the regulation, the need to negotiate and adjust obligations
is emphasized, but it is considered that there is good regulation, and no problems are
anticipated. It is mentioned that the regulation is expected worldwide, and the importance of
setting the pace in this matter is emphasized.

Regarding European-level governance, it is mentioned that there has been evolution in
positions, and the creation of an office from the Parliament is proposed, resembling an
agency but not named as such due to bureaucratic and budgetary reasons. The need for a
strong European commitment and a powerful political-administrative instrument is
highlighted.
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Finally, it is considered inevitable to have regulation on the military use of Artificial
Intelligence, and a report from the European Parliament on this matter in 2020 is mentioned.
Therefore, it is expected that the Commission will fulfill its promise of specific regulation on
this topic in the future.

Beatriz García del Pozo
Quality, Technical Standards, and Security Manager at INCIBE - Instituto
Nacional de Ciberseguridad

García del Pozo mentions that the institute is a public entity under the Ministerio de Asuntos
Económicos y Transformación Digital. Its main mission is to improve cybersecurity and
digital trust for citizens and businesses in Spain. It also focuses on protecting and defending
minors and promoting the Spanish cybersecurity industry, as well as fostering research and
development in this field.

INCIBE collaborates with various national and governmental organizations, and the
development of the National Artificial Intelligence Strategy is led by the Secretaría de Estado
de Digitalización e Inteligencia Artificial of the Ministry. INCIBE's role in this strategy is to
ensure that enabling technologies, including 5G and artificial intelligence, meet minimum
cybersecurity requirements.

At the European level, the institute participates in working groups of the European
Commission where standards and certifications are being developed, especially in the area
of system and product certification. Certification criteria for Cloud are expected to be
published soon, but final regulatory guidelines from the European Commission are still
awaited.

The conduct of national and international cyber exercises focuses on fulfilling INCIBE's main
mission of improving cybersecurity and digital trust for citizens and businesses in Spain.
Public entities are also invited to participate in these cyber exercises. The field of
cybersecurity in Spain is organized through three national and governmental references: the
Centro Criptológico Nacional (CCN), which deals with public entities; the Joint Cyberspace
Command of the Ministerio de Defensa, which handles defense networks; and the Instituto
Nacional de Ciberseguridad (INCIBE), which covers minors and private companies.

Currently, the Secretaría de Estado de Digitalización e Inteligencia Artificia is planning a
technology center in the field of cybersecurity. This center will cover technologies such as
5G, the Internet of Things, industrial control systems, and various aspects of artificial
intelligence. The goal is to enable the national industry to conduct tests in the field of
cybersecurity.

Lawrence Chan
Member of Technical Staff, Alignment Research Center (ARC)
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Lawrence Chan mentions that in terms of evaluating AI systems, ARC has focused on the
dangerous capabilities of models rather than their alignment. There is an advantage in
starting with language models that have undergone a training process and have
predecessors, which allows detecting signs of problematic behavior before models acquire
dangerous capabilities.

It is easier to obtain specific behavior by incentivizing the model than to expect it to develop
spontaneously. However, it is recognized that models may exhibit deceptive behaviors, and
the importance of alignment techniques and verification of their assumptions is discussed.

Current models have experienced incremental progress in terms of capabilities and are still
far from reaching significant thresholds. The importance of evaluating the autonomous
replication capability of models is emphasized and how this can be relevant in terms of risk
and loss of control. On the other hand, there are important considerations beyond dangerous
capabilities, such as non-discrimination, fairness in general, avoiding offensive language, not
aiding in crimes, misinformation, or spam, etc.

Chan raises the idea of allocating more resources to AI evaluations, arguing that if so much
investment is made in model creation, there should also be a willingness to invest in quality
evaluations. It is mentioned that evaluations can be significantly more costly than simply
running standardized datasets.

The involvement of governments in mitigating AI risks is highlighted as crucial. Governments
can require security evaluations, establish standards, and promote transparency in AI
development. At the same time, there is a possibility of collaboration and coordination
among governments of different countries, especially those where major AI labs and
companies are concentrated. In an optimistic scenario, if governments can collaborate and
share common interests, they can effectively establish regulations and standards for AI and
mitigate associated risks.

However, it is concluded that evaluation and regulatory regimes are not a permanent and
sustainable long-term solution. It is mentioned that history has shown that regulations may
not last long, and the incentives of different actors can change over time. These evaluation
regimes can serve as a gradual transition toward a future with AGI, allowing more time for
research in alignment and obtaining public and governmental consensus on the actions to
be taken.

Marius Hobbhahn
Director of Apollo Research

Apollo wants to conduct AI model evaluations based on capabilities, using prompting and
fine-tuning as main techniques. They believe that capability evaluations are more neglected
than alignment evaluations.

In this context, they want to focus on deceptive alignment because (1) it is an instrumental
capability for carrying out many actions that can cause large-scale harm, and (2) it is an
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overlooked issue. Operationalizing this capability involves, among other things, detecting if
the model has situational awareness and the motivation to maintain its objectives.

Apollo proposes conducting evaluations during training for two reasons: (1) some
capabilities may arise after a certain amount of training computation, and (2) there is a lack
of understanding about how and why these capabilities emerge. Hobbhahn argues that
evaluations during training are inexpensive and do not require pausing the training. He also
believes that models are approaching the point of developing dangerous capabilities, and
strict precautionary measures should be implemented, such as ensuring that a system can
be shut down.

Evaluations during design also seem desirable, but there is less clarity on how to predict
capabilities. Some ideas include (1) using computation-based scaling laws and (2)
conducting qualitative tests to assess the model's improvement between two benchmarks.
Hobbhahn suggests that training plans for models above a certain threshold should be
approved by an authority.

Hobbhahn considers it important to develop standards based on general principles to guide
the auditing processes. At the same time, these processes should feed into the standards
created in an iterative process to refine both the standards and the audits.

The risks associated with conducting audits are discussed. Hobbhahn believes it is
appropriate not to publish most of the results to avoid misuse of that information. However,
he clarifies that for some evaluations, it makes sense to publish everything, while for others it
doesn't. It is necessary to carefully consider the case before publishing.

It is also considered important to conduct evaluations in controlled environments to prevent
leaks. Some ideas for achieving this include (1) using APIs, (2) performing the evaluation on
the company's hardware, or (3) designing the evaluation for the company to execute in a
process supervised by the evaluating organization.

Appendix 2 Literature Review

Summary of the literature review sections, in which sources were divided into three
categories: Strategic research, policy research, and official documents.

1. Strategic Research

Strategic research in the field of artificial intelligence (AI) has gained significant importance
in recent years due to the benefits that this technology can bring to society, as well as the
risks and challenges associated with its development and use. In this regard, various
specialized sources have addressed different aspects of this topic, providing valuable
information and perspectives for the understanding and management of AI. The following
are some of these sources:

Firstly, (European Commission. Directorate General for Communications Networks, Content
and Technology & High-Level Expert Group on Artificial Intelligence, 2019) and (Scharre,
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2019) highlight the importance of developing ethical guidelines to ensure trust in AI, in line
with the values and fundamental rights of the European Union. On the other hand, the report
by (Brundage, Avin, Clark, Toner, Eckersley, Garfinkel, Dafoe, Scharre, Zeitzoff, Filar, et al.,
2018) (Brundage et al., 2020) emphasizes the need to anticipate and mitigate potential
malicious uses of AI, as well as to foster international collaboration for this purpose.

Regarding the risks and benefits of AI, (Conn, 2015) highlights that while this technology can
bring significant advances in areas such as health, transportation, or energy, it can also have
negative effects on privacy, employment, or security. In this regard, (Yudkowsky, 2008)
warns about the risk of AI as a global risk factor, while the report by (Hatzius et al., 2023)
highlights the potential of AI to drive economic growth but raises concerns about the dangers
it poses to jobs in various sectors globally, finding that up to 25% of jobs in the Eurozone are
vulnerable. The detection and mitigation of emerging threats, such as automated influence
operations targeting the general public, are discussed by (Goldstein et al., 2023).

On the other hand, (Ngo, 2020) and (Amodei et al., 2016) address the importance of aligning
AI goals with human interests to avoid potential unintended consequences. They propose a
series of measures such as safety helmets or sandboxes, control in design, rigorous
experimentation and testing, transparency, and explainability. However, there are still major
unknowns in the field that increase the unpredictability of AI systems. In line with this, the
report by (AI Alignment 2018-19 Review - AI Alignment Forum, 2020) emphasizes the need
to research and develop solutions to ensure AI safety and alignment.

In order to reduce the risks associated with AI, (Babcock et al., 2016) suggests a series of
parameters such as secure design, which includes incorporating security mechanisms and
minimizing vulnerabilities. Verification and validation involve testing and validating AGI
before its implementation, aligning with (Ngo, 2020). Continuous monitoring and control are
necessary to be able to control it in case it becomes dangerous or unexpected. Lastly,
physical containment refers to the need to have physical measures in place to contain AGI if
it becomes uncontrollable, such as "Kill Switches." The article (AI Alignment Forum, 2020)
describes 11 proposals for building advanced and safe AI, highlighting the creation of a
network of regulatory agencies, international cooperation in research, risk management, and
policy formulation, anticipating risks from the design stages, incorporating "kill switch"
mechanisms, transparency and explainability, verifiability through auditing and certification
complying with international standards, establishing safety and ethical standards for AI
developers, promoting education and public awareness and awareness of the risks and
benefits of AI.

In terms of AI advancements, the article by (Mnih et al., 2015) highlights the potential of AI to
achieve levels of control and learning comparable to humans through deep reinforcement
learning. In this regard, the research by (Amodei & Hernandez, 2018) from OpenAI shows
the exponential growth of computing power used in AI in recent years. Lastly, (Carlsmith,
2022) addresses the risk of AI as an agent of power and control, which could have
existential consequences for humanity. In this regard, the report by (Scharre, 2019)
(Brundage, Avin, Clark, Toner, Eckersley, Garfinkel, Dafoe, Scharre, Zeitzoff, Filar, et al.,
2018) emphasizes the importance of anticipating and regulating the use of AI-based "killer
apps," which could have serious effects on national and global security.
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In conclusion, strategic research in AI involves addressing different aspects, from ethics and
trust to security and alignment with human interests. To achieve this, a multidisciplinary and
collaborative perspective is necessary, taking into account both the benefits and risks of this
technology, and working towards finding solutions to maximize its benefits and minimize its
risks and challenges.

2. Policy Research

Artificial Intelligence (AI) is a rapidly developing technology that has generated interest in the
political sphere. The implications of AI are vast, and therefore, several policy research efforts
have been conducted in this field. The following are summaries of some of the most
important research conducted in this area:

The article by (Brundage et al., 2020) focuses on the development of reliable AI. Trust in AI
is essential for its acceptance in society. This work proposes a mechanism to support
verifiable claims in AI development. AI verification can be done through certification, which is
discussed in the article by (Cihon et al., 2021). Certification is a process that can help reduce
information asymmetries in the ethical practice of AI. It proposes an AI certification
framework to improve transparency and accountability in its development and use. The
report emphasizes the need for independent and standardized evaluation of AI systems and
the importance of disclosing information about the performance and safety of AI.

Security is another important concern in AI development. Building advanced and secure AI
highlights the following points: creating a network of regulatory agencies, international
cooperation in research, development, risk management, and policy formulation, anticipating
risks from the design stage, incorporating "kill switch" mechanisms, transparency and
explainability, verifiability through auditing and certification that complies with international
standards, establishing security and ethical standards for AI developers, promoting
education and public awareness of the risks and benefits of AI. These points align with the
"Future Proof" report from the Center for Long-Term Resilience (Ord et al., 2021), the "AI
Governance: A Research Agenda" report (Dafoe, 2018), and the "Policymaking in the
Pause" report (Future Of Life Institute, 2023).

The proposal of "Auditing large language models: A three-layered approach" by (Mökander
et al., 2023) specifically addresses the security of language models. The article describes a
way in which language models can be audited in three layers: the input layer, the attention
layer, and the output layer. This strategy can help identify and prevent the spread of
misinformation or potentially dangerous information.

The role of cooperation in the responsible development of AI is addressed by (Askell et al.,
2019). Cooperation is necessary to build responsible AI as the responsibility in AI
development is shared by many stakeholders. The regulation of AI is another important topic
discussed in the article by (European Commission, 2021). This article examines the AI
standardization landscape, listing important standards such as ISO/IEC 23894:2020, IEEE
P7003, ISO/IEC 30141:2019, NIST SP 800-53, IEEE 1291, and how they relate to the
European Commission's proposal for an AI regulatory framework. There is also a standard
published this year, ISO/IEC DIS 42001.
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The article by (Whittlestone & Clark, 2021) suggests that AI has great potential to impact
society, and governments have an important role in ensuring it is developed responsibly and
fairly. In this regard, it is proposed that governments monitor the development of AI.
Recommendations are made regarding corporate governance of AI in the article by (Cihon et
al., 2021), suggesting that companies adopt corporate governance practices to ensure AI is
developed in the public interest.

Lastly, the article by (Tucker et al., 2020) addresses how data efficiency can positively affect
society and AI governance in making better decisions. Additionally, improving data efficiency
can help reduce costs and increase productivity. However, increasing data efficiency can
have negative implications, such as increased surveillance, privacy violations, loss of
freedom, and exacerbation of existing inequalities. It can lead to bias in decision-making
algorithms, which can have negative consequences for marginalized or underrepresented
social groups. Moreover, it can lead to a concentration of power in the hands of a few large
corporations that control vast amounts of data. In such cases, governments need to take
greater action to prevent these scenarios.

The report by (Siegmann & Anderljung, 2022) "The Brussels Effect and Artificial Intelligence:
How EU regulation will impact the global AI market" discusses the impact of the EU's
General Data Protection Regulation (GDPR) on global regulation of artificial intelligence (AI),
highlighting the challenges posed by the extraterritorial application of GDPR and its
interaction with other AI regulatory frameworks. It argues that the upcoming AI regulation in
the EU is poised to have a global impact similar to that of the GDPR due to the EU's ability to
influence global regulations through its market power and regulatory standards. The
existence of a significant Brussels Effect may lead to stricter global regulation of AI,
increasing the importance of helping shape the EU's AI regulatory regime. It is essential to
ensure that EU AI regulation is future-ready and can adapt to a world of increasingly
transformative AI capabilities.

3. Official documents

In recent years, several governments have presented documents and strategies related to
artificial intelligence (AI). Here is a summary of the key points from six government
documents addressing AI.

● "A Pro-Innovation Approach to AI Regulation" (Department for Science, Innovation &
Technology, 2023) is a document from the British government addressing AI
regulation. The document advocates for a pro-innovation approach that allows
companies to experiment with AI without excessive regulation. The government
acknowledges that AI has the potential to improve many aspects of life but also
recognizes the need to establish certain regulations to ensure that AI is safe and
reliable.

● The European Commission introduced the "Artificial Intelligence Act" in 2021, which
sets harmonized rules for AI across the European Union. The legislation classifies AI
into four categories: unacceptable AI, high-risk AI, limited-risk AI, and permitted use
AI. High-risk AI will be subject to stricter safety and transparency requirements.
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● The National Artificial Intelligence Strategy of Spain (SEDIA, 2020) (in effect),
presented in 2020, emphasizes the need to invest in AI research and development to
keep Spain at the forefront of the technology. The importance of public-private
collaboration was also highlighted, along with the need to ensure that AI is used
ethically and responsibly.

● The Spanish Strategy for Artificial Intelligence in R&D&I (Ministry of Science,
Innovation, 2019) (complementary or non-effective) focuses on the application of AI
in medical research and healthcare. The strategy sets specific goals, such as
developing AI algorithms to improve early disease detection and enhance the
efficiency of clinical trials.

● The Recovery, Transformation, and Resilience Plan of Spain (Government of Spain,
2021b) includes mentions in three specific areas, one of them being digital
transformation, outlining significant investments in digital technologies, including AI,
to be made until 2025. The plan states that investment in digital technology is crucial
for economic recovery and the transformation of the Spanish economy.

● "España Digital 2026" (Government of Spain, 2021a) is a government strategy that
sets a roadmap for the digital transformation of Spain over the next five years. The
strategy highlights the importance of AI for the Spanish economy and establishes
specific goals for its development, such as creating a national AI strategy and
investing in research and development projects.

The analyzed government documents emphasize the importance of AI for the economy and
social well-being. Governments recognize the need to establish regulations to ensure that AI
is safe and reliable while fostering innovation and development in the field of AI. The
significance of public-private collaboration and investment in research and development is
also highlighted to stay at the forefront of technology.

Appendix 3 Actors Mapping

Understanding the development of the sandbox also involves understanding the structure of
actors that is being developed in Europe on this issue and the allocation of functions that are
taking place in the context of governance and regulation. To gather this information, a series
of interviews were conducted with Spanish and international experts, as well as institutional
actors related to the development of the sandbox.

The interviewees were selected based on the content of the report and their availability,
given the global attention on AI development.

The content of the report is intended to address artificial intelligence from the historical
opportunity of the publication of the EU Regulation on AI as the first law on this topic
covering a total of 27 countries (while other countries like the USA have not yet developed
one), and how this historical opportunity is unfolding in light of risks arising from the
continuous use and expansion of AI knowledge that are exploited by a list of vectors taking
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advantage of system vulnerabilities, which become concrete threats. There are also a series
of structural risks that transform cultural, social, and economic systems on a large scale
worldwide. The report then analyzes the proposed European Regulation in relation to these
vectors, threats, and risks, and how the sandbox constitutes a tool for testing proposals,
regulations, and technology to enable the development of a safe market and industry for
humanity.

Based on this structure, a series of experts and institutional actors were chosen to aid the
understanding of each topic.

Regarding the experts, three Spanish experts, José H. Orallo, Toni Lorente, and Pablo
Villalobos, as well as four experts of different nationalities, Charlotte Siegmann, Markus
Anderljung, Samuel Hilton, and Risto Uuk, participated. The Spanish experts provided
insights into the current state of AI in the global and local context, as well as the challenges
that the European regulation faces in the development of the sandbox and the current state
of the local industry in terms of technology and AI. On the global side, Charlotte Siegmann
and Markus Anderljung were particularly helpful in understanding the European Regulation,
its scope, and specifically the tests that it will have to face in order to promote governance
and regulation of AI systems, and how this will have a global effect if done correctly. In terms
of communications, Samuel Hilton helped to understand the challenges that different actors
(including government, private sector, and academia) will face in effectively implementing the
rules and recommendations that arise from the development of different policy, legal, and
economic tools that make up AI. Lastly, but with great satisfaction, Risto Uuk helped us
understand the global reach of AI and specifically how the sandbox will be a useful tool for
testing institutions and capabilities, and how it is a great challenge from which valuable
lessons can be derived, leading to an understanding of the dimension of the development of
AI systems for humanity.

Regarding institutional actors, access to information has been more limited as the regulation
is awaiting discussion by the three representative bodies of the European Union, and the
sandbox has not yet formally started. There is still a degree of uncertainty regarding
responsibilities and functions within the sandbox, which means that institutions that are
currently working on it (such as the State Secretariat for Digitization and Artificial
Intelligence, the Advisory Council on Artificial Intelligence, the National Cybersecurity
Institute, among others) and those that have not yet been established (such as the Spanish
Agency for Artificial Intelligence) are awaiting further definition of how the sandbox will
function and what responsibilities each will assume within it.

Appendix 4 European Union Artificial Intelligence Act

The main starting point of the proposed law is the classification of AI systems according to
the level of risk they entail. Specifically, the proposal is based on a hierarchy that
distinguishes between unacceptable, high, limited, and minimal risks. The first two are the
main focus of the regulation.
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As part of the category of unacceptable risks, practices that pose a clear threat to security,
livelihoods, and the rights of individuals are prohibited. Currently, three practices have been
deemed unacceptable as they go against European values: altering human behavior to
cause harm, assessing and classifying individuals based on their social behavior, and using
real-time remote biometric identification systems in public spaces, except in cases of
emergency.

On the other hand, high-risk systems are those with the potential to cause greater impact
when deployed in critical sectors, including essential infrastructure, education, employment,
essential public and private services, law enforcement, and border management. In this
case, several requirements are imposed on the development and implementation of all
products.

Firstly, providers of high-risk systems are required to establish, implement, document, and
maintain a two-phase risk management system. Firstly, known and foreseeable risks must
be identified and assessed both before and after commercialization. Risks can be
considered "known" or "foreseeable" if the AI system developer should reasonably be aware
of them. However, the Regulation does not currently clearly explain what constitutes "a
reasonable level of diligence."

The second phase consists of reducing the detected risks to an acceptable level: providers
must completely eliminate risks to the extent possible or, if not feasible, implement mitigation
and control measures, as well as train users to make responsible use. Thus, the risk
management system will be a process to be repeated until all identified risks become
acceptable. The identification of unacceptable risks that cannot be reduced will result in the
immediate cessation of the development and/or deployment of the AI system in question
(Schuett, 2023b).

In parallel, providers will develop a quality management system to ensure that the
development and verification of the AI system comply with the Regulation. Before market
entry, developers must provide technical documentation that includes details of the system's
design and architecture. Additionally, the training datasets must have followed governance
guidelines regarding the choice of appropriate design, timely processing operations, and
detection of potential deficiencies and biases.

Procedures aimed at enhancing cybersecurity and robustness, i.e., the system's resilience to
alterations, will also be outlined. Transparency measures will be required, such as providing
accessible instructions for use and, when applicable, informing the user that they are
interacting with an AI system. Based on the documentation, predominantly internal
evaluation procedures will be conducted. If the AI systems pass this examination, they will
be endorsed by a conformity declaration drafted by the provider and made available to the
authorities.

Throughout the period of use, systems must be supervised by humans who understand the
capabilities and limitations of the model and can intervene in its operation if necessary.
Simultaneously, events (logs) occurring throughout the lifecycle will be automatically
recorded to ensure traceability. In post-market monitoring, any severe incident or failure
must be reported. In such cases, European market surveillance authorities will have the right
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to access data, documentation, and source code. When the operator is unable to take
corrective measures, the authorities will also have the power to prohibit or restrict the
marketing of the system.

For the implementation of the regulation, the EU advocates for the creation of controlled
testing environments or sandboxes, which aim to identify and address potential issues in the
application of the Regulation. These environments will be made available through calls for
participation, allowing companies and organizations that wish to test new AI solutions to
participate in them. The selected projects to integrate the sandboxes will be able to share
information and knowledge, thus fostering collaboration and the exchange of experiences
and best practices. Additionally, they will have access to guidance and expertise, providing a
secure and controlled environment to test AI solutions before their market launch. The
results of the conducted tests will contribute to the European Commission's efforts in
effectively implementing the new Regulation and facilitating flexibility and adaptation of the
rules to the real needs demanded by this technology.

In this context, the regulation mandates the assignment of national supervisory authorities
and introduces the European Committee on Artificial Intelligence as the nexus for all state
bodies. During the sandbox period, national authorities must submit annual reports to the
Committee and the Commission, including results, lessons learned, and recommendations.
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